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1  Introduction
The energy consumption of an analog-to-digital converter (ADC) scales exponentially 
with its resolution in amplitude [1]. One promising approach to overcome the limitation 
with respect to the ADC power consumption is 1-bit quantization, i.e., only the sign of 
the signal is known to the receiver. This coarse quantization is combined with oversam-
pling at the receiver in order to compensate for the losses in terms of achievable rate, 
even for a noisy scenario [2], an argument that is in accordance with [3], where oversam-
pling is used to achieve extra bits of resolution.

In [4], where a bandlimited channel is considered, a marginal benefit of 1-bit quanti-
zation and oversampling at the receiver in terms of achievable rate has been reported. 
In [5], a significant gain in terms of the achievable rate has been reported due to 
oversampling, by using a Zakai bandlimited process [6]. Both studies [4, 5] consid-
ered a noiseless channel. However, by considering the capacity per unit cost, it has 
been shown in [2] that 1-bit quantization and oversampling at the receiver can also 
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be beneficial in a noisy scenario, as it was shown later in [7] for bandlimited chan-
nels. The high signal-to-noise ratio ( SNR ) regime has been considered based on the 
concept of the generalized mutual information [8], which results in a minor benefit in 
terms of achievable rate. For a mid to high SNR scenario, an analytical evaluation of 
a lower bound on the mutual information rate is derived in [9] for a 1-bit quantized 
continuous-time bandlimited additive white Gaussian noise (AWGN) channel. More-
over, a practical approach for a 16-QAM system is presented in [10], where filter coef-
ficients are optimized by maximizing the minimum distance to decision thresholds, 
a concept that is extended for multiple-input–single-output channels in [11]. With 
respect to multiple-input–multiple-output (MIMO) systems, 1-bit ADCs are attrac-
tive due to low-cost hardware and low power consumption per antenna, especially in 
massive MIMO systems [12], where it can also benefit from oversampling [13, 14]. In 
this context, channel estimation techniques with oversampling have been studied in 
[15]. Moreover, iterative detection and decoding for MIMO systems with 1-bit quan-
tization has been studied in [16] to improve the overall bit error rate performance.

Oversampling and 1-bit quantization have been studied before in combination 
with continuous phase modulation (CPM) in [17, 18]. CPM signals are spectrally effi-
cient, having smooth phase transitions and constant envelope [19, 20], which allows 
for energy-efficient power amplifiers. The information is implicitly conveyed in phase 
transitions, which makes the use of oversampling promising in the presence of coarse 
quantization at the receiver.

The achievable rate for channels with 1-bit quantization and oversampling at the 
receiver has been studied in [7, 21], where bandlimited and not strictly bandlimited 
signals are considered, respectively. In the two studies, it has been shown that the 
achievable rate can be lower-bounded by a truncation-based auxiliary channel law. 
The resulting channel has a finite state memory, where a sequence design is beneficial 
in terms of achievable rate. Similar ideas are considered for CPM with 1-bit quanti-
zation and oversampling at the receiver in [17], where it is shown how oversampling 
increases the achievable rate. Later, more practical approaches were proposed in [18], 
where the intermediate frequency and the waveform is considered in a geometrical 
analysis of the phase transitions.

In this study, we consider the design and analysis of CPM schemes with 1-bit quan-
tization and oversampling at the receiver, employing channel coding in scenarios with 
higher modulation order. The present study extends our prior work on this subject 
presented in [22] by a detailed description of the iterative receive processing, the 
EXIT chart analysis and extensive number of numerical experiments.

For such cases, based on the achievable rates computed in [17], channel coding is 
essential for establishing reliable communications. In this context, this work extends 
the discrete system model for CPM signals received with 1-bit quantization and 
oversampling, presented in [17], for a sophisticated coding and decoding scheme. 
The proposed coded transmission system implies at the receiver an iterative detec-
tion and decoding strategy which consists of a BCJR algorithm for the computation 
of soft information and a second BCJR algorithm for the decoding process. Addition-
ally, a sophisticated channel coding scheme, related to hierarchical modulation [23], 
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is proposed which exploits the special properties of the channel with 1-bit quantiza-
tion. In summary, the main contributions of this paper are the following:

•	 Iterative detection and decoding scheme for CPM systems with 1-bit quantization 
and oversampling at the receiver;

•	 Novel phase-state-dependent bit mapping, which is designed for the 1-bit ADC 
problem;

•	 Channel coding scheme suited for the bit stream separation into sub-channels.

The rest of the paper is organized as follows. In Sect. 2 the discrete system model is pre-
sented, taking into account the ADC and channel coding with iterative detection and 
decoding. In Sect. 3, the discrete time description of the quantized CPM signal is pre-
sented. Section 4 discusses the soft detection process and the iterative decoding strategy. 
The proposed methods to enhance the performance in terms of BER are presented in 
Sect. 5. The numerical results are shown in Sects. 6 and 7 gives the conclusions.

Notation Bold symbols denote vectors, namely oversampling vectors, e.g., yk is a col-
umn vector with M entries, where k indicates the kth symbol in time or rather its cor-
responding time interval. Bold capital symbols denote matrices. Sequences are denoted 
with xn = [x1, . . . , xn]T . Likewise, sequences of vectors are written as yn = [yT1 , . . . , yTn ]T . 
A segment of a sequence is denoted as xkk−L = [xk−L, . . . , xk ]T.

2 � System model overview
The system model considered in this study is an extension of the discrete-time system 
model proposed in [17, 24]. In this context of CPM with 1-bit quantization and over-
sampling at the receiver, Fig. 1 illustrates the extension in terms of the additional coding 
blocks. The purpose of this extension is to design a system for reliable communication 
by considering sophisticated forward error correction.

For the proposed CPM system, the lower bound on the achievable rate presented in 
“Appendix 1” serves as the base information for choosing the code rate for channel cod-
ing. The result of the achievable rate computation in [17] shows that the scenarios with 
higher modulation order, e.g., Mcpm = 8 , may require channel coding in order to pro-
vide communication with low probability of error, because the achievable rate at high 
SNR can be significantly lower than the input entropy. With this, a coding scheme must 
satisfy the following inequality

Fig. 1  Extended discrete system model, 1-bit quantization, oversampling and coding blocks with an iterative 
decoding strategy
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where R denotes the code rate of the channel code and IMcpm denotes the achievable rate 
conditioned on the corresponding CPM modulation scheme. Note that log2(Mcpm) is 
the maximum entropy rate of the input, which is an upper bound of the achievable rate.

On the transmit path, the channel encoder receives information bits and generates an 
encoded message adding redundant information. The encoded message is interleaved 
to protect the coded information against burst errors. Then, the interleaved bits are 
grouped according to the modulation order and mapped to CPM symbols. After that, a 
signal is generated by a CPM modulator and noise is generated at the receiver.

On the receive path, the signal is filtered and quantized by a 1-bit ADC. The quan-
tized data are then processed by an iterative detection and decoding scheme. First, the 
binary samples are processed by a soft detection algorithm. Then, the soft information 
is converted to bit oriented log-likelihood ratios, which are deinterleaved subsequently. 
Finally, the soft information is given to the channel decoder, which returns extrinsic soft 
information to the detection algorithm via an interleaver and a soft mapper. In the next 
sections, the individual blocks are described in detail.

3 � CPM with 1‑bit quantization
The CPM signal in the passband with carrier frequency f0 [19] is described by

where Re{·} denotes the real part. The phase term is given by

where Ts denotes the symbol duration, h = Kcpm

Pcpm
 is the modulation index, f (·) is the 

phase response, ϕ0 is a phase-offset, αk represents the transmit symbols with symbol 
energy Es . Kcpm and Pcpm must be relatively prime positive integers in order to obtain a 
finite number of phase states.

The phase response function shapes the phase transition between the phase states. It 
fulfills the following condition:

where Lcpm is the depth of the memory in terms of transmit symbols. The phase 
response corresponds to the integration over the frequency pulse gf (·) , which is con-
ventionally a rectangular pulse, a truncated and raised cosine pulse, or a Gaussian 
pulse. For an even modulation order Mcpm , the symbol alphabet can be described by 
αk ∈

{
±1,±3, . . . ,±(Mcpm − 1)

}
.

Generally, the corresponding phase trellis of (3) is time variant, which means that the 
possible phase states are time-dependent. Because of that, the number of wrapped absolute 

(1)R · log2(Mcpm) ≤ IMcpm [bpcu],

(2)s(t) = Re

{√

2Es

Ts
ej(2π f0t+φ(t))

}

,

(3)φ(t) = 2πh

∞∑

k=0

αk f (t − kTs)+ ϕ0,

f (τ ) =
{
0, if τ ≤ 0,
1
2 , if τ > LcpmTs,
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phase states can be larger than Mcpm , e.g., when Mcpm = 2 and h = 1
2 , there are at least 

four trellis states in total and even more dependent on the memory of the channel. In order 
to reduce the complexity at the receiver, a time invariant trellis is constructed by tilting the 
trellis according to the decomposition approach in [25]. This is illustrated in Fig. 2. The tilt 
corresponds to an extension of the phase term given by (3) as

where the second term on the right-hand side (RHS) corresponds to the tilt of the trellis. 
Taking the derivative of this tilt with respect to time and dividing by 2π results in a fre-
quency offset given by �f = h(Mcpm − 1)/(2Ts).

A modified data sequence is obtained by replacing the symbol notation with the change 
of variable xk = (αk +Mcpm − 1)/2 , where the corresponding symbol alphabet can be 
described with xk ∈ X =

{
0, 1, . . . ,Mcpm − 1

}
 . According to [25], substituting t = τ + kTs 

and αk = 2xk −Mcpm + 1 in Eq. (3) leads to the tilted phase expression within one symbol 
duration

where the time-dependent terms on the RHS depend only on the variable τ , which is 
well-defined along one symbol duration. Applying the mod2π operator to the first term 
on the right-hand side of (5) yields

(4)ψ(t) = φ(t)+ πh
(
Mcpm − 1

) t

Ts
,

(5)

ψ(τ + kTs) = 2πh

k−Lcpm
∑

l=0

xl + 4πh

Lcpm−1
∑

l=0

xk−l f (τ + lTs)

+ πh(Mcpm − 1)
τ

Ts

− 2πh
(
Mcpm − 1

)
Lcpm−1
∑

l=0

f (τ + lTs)

+ (Lcpm − 1)
(
Mcpm − 1

)
πh+ ϕ0 , 0 ≤ τ < Ts.

a b
Fig. 2  CPM trellis (left) and its tilted version (right), Mcpm = 2 , h =

1
2
 , φ0 = 0 , Lcpm = 1 and rectangular 

frequency pulse
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which introduces the absolute phase state βk , i.e., it is related to the 2π-wrapped accu-
mulated phase contributions of the input symbols that occur prior to the CPM memory. 
With this, the phase expression for one symbol duration can be fully described by the 
absolute phase state βk−Lcpm and the previous and the current transmit symbols 
xkk−Lcpm+1 given by s̃k =

[

βk−Lcpm , x
k
k−Lcpm+1

]

 . It is important to highlight that s̃k is the 

appropriate state description for the modeling of the signal at the intermediate fre-
quency. To model the signal which has passed the bandpass filter at the intermediate 
frequency (IF) another state description, namely sk , will be introduced later. For better 
integration with 1-bit quantization, ϕ0 = πh is used instead of ϕ0 = 0 whenever it avoids 
phase states placed on the axis in the constellation diagram, which is the case in all the 
considered examples.

In the following, a discrete-time system model description is considered which implies 
that the CPM phase is represented in a vector notation. The corresponding tilted CPM 
phase ψ(τ + kTs) for one symbol interval, i.e., 0 ≤ τ < Ts , is then discretized into MD 
samples, which composes the vector denoted by

where M is the oversampling factor and D is a higher resolution multiplier.
The receive filter g(t) has an impulse response of length Tg . In the discrete model for 

expressing a subsequence of (N + 1) oversampling output symbols it is represented in a 
matrix form with G , as a MD(N + 1)×MD(Lg + N + 1) Toepliz matrix, as described as 
follows

where

and unit energy normalization is considered with 
∫∞
−∞ |g(t)|2dt = 1 and �g�22 = 1 . A 

higher sampling grid in the waveform signal, in the noise generation and in the filter-
ing is adopted to adequately model the aliasing effect. This receives filtering yields an 
increase in memory in the system by Lg symbols, where (Lg − 1)Ts < Tg ≤ LgTs.

(6)



2πh

k−Lcpm
�

l=0

xl



 mod 2π = 2π

Pcpm







Kcpm

k−Lcpm
�

l=0

xl



 mod Pcpm





= 2π

Pcpm
βk−Lcpm ,

ψk(s̃k) =
[

ψ

(
Ts

MD
(kMD + 1)

)

,ψ

(
Ts

MD
(kMD + 2)

)

, . . . ,ψ(Ts(k + 1))

]T

,

(7)G =








�
gT

�
0 · · · 0 0

0
�
gT

�
0 · · · 0 0

. . .
. . .

. . .

0 · · · 0
�
gT

�
0







,

gT =
√

Ts

MD

[

g(LgTs), g

(
Ts

MD
(LgMD − 1)

)

, . . . , g

(
Ts

MD

)]

,
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The filtered samples are decimated to the vector zkk−N according to the oversam-
pling factor M, by multiplication with the D-fold decimation matrix D with dimensions 
M(N + 1)×MD(N + 1) , described by

Then, the result zkk−N is 1-bit quantized to the vector ykk−N . These operations can be rep-
resented by the following equations:

where Q(·) denotes the quantization operator. The quantization of zk is described by 
yk ,m = sgn(Re

{
zk ,m

}
)+ jsgn(Im

{
zk ,m

}
) , where m denotes the oversampling index 

which runs from 1 to M and yk ,m ∈
{
1+ j, 1− j,−1+ j,−1− j

}
 . The vector nkk−N−Lg

 

contains complex zero-mean white Gaussian noise samples with variance σ 2
n = N0.

4 � Soft detection and decoding
The soft detection relies on the maximum a posteriori (MAP) decision metric for each 
bit, which corresponds to the a posteriori probability (APP) given the received sequence 
yn . For the considered system, the bit APPs can be approximately computed via a Bahl–
Cocke–Jelinek–Raviv (BCJR) algorithm [26] based on an auxiliary channel law. Prior to 
computing those probabilities, the channel model for the system is required, i.e., the out-
put of soft information by the detection algorithm depends on the set of channel out-
put probabilities. This section covers the mentioned topics and describes the iterative 
decoding subsequently.

4.1 � Auxiliary channel law and channel output probability

Depending on the receive filter, noise samples are correlated which then implies depend-
ency on previous channel outputs, such that the channel law has the form P(yk |yk−1, xn) . 
In this case, the consideration of an auxiliary channel law W (·) is required, which reads 
as

where the dependency on N previous channel outputs is taken into account with 
L = Lcpm + Lg + N  being the total memory of the system. With this, the BCJR algo-
rithm relies on an extended state representation denoted by

(8)Di,j =
{
1 for j = (i − 1)D + 1,
0 otherwise.

(9)

ykk−N = Q
(

zkk−N

)

= Q

(

D G

[√

Es

Ts
e
ψk

k−N−Lg + nkk−N−Lg

])

,

(10)

W (yk |yk−1, xn) = P
(

yk |yk−1
k−N , x

n
)

= P
(

yk |yk−1
k−N ,βk−Lcpm−Lg−N , x

k
k−Lcpm−Lg−N+1

)

= P
(

yk |yk−1
k−N ,βk−L, x

k
k−L+1

)

=
P
(

ykk−N |βk−L, x
k
k−L+1

)

P
(

yk−1
k−N |βk−L, x

k−1
k−L+1

) ,
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Consequently, the notation of the auxiliary channel law can be written in terms of the 
state notation sk

These probabilities involve a multivariate Gaussian integration in terms of

where Yk
k−N represents the quantization interval which belongs to the channel output 

symbol ykk−N , described in (9). The vector zkk−N is a complex Gaussian random vector 

that describes the input of the ADC, with mean vector mz = DG

[√
Es/Tse

ψk
k−N−Lg

]

 and 

covariance matrix K z = σ 2
nDGGHDT , with D and G as introduced before. In order to 

numerically evaluate (13) using an existing quasi-Monte Carlo integration algorithm, 
based on methods developed in [27] and implemented in the MATLAB-function 
mvncdf(·) , a real valued formulation is required. To achieve this, the conditional proba-
bility density function p(zkk−N |sk , sk−1) is written as follows

where |·| denotes the determinant, zkk−N

′ =
[

Re
{

zkk−N

}T
, Im

{

zkk−N

}T
]T

 and the mean 

vector m′
z contains the real and imaginary components in a stacked fashion as given by

Accordingly, the covariance matrix is denoted as

(11)sk =
{

[βk−L+1,x
k
k−L+2], if L > 1,

[βk ], if L = 1.

(12)

W (yk |yk−1, xn) = P(yk |yk−1
k−N , sk , sk−1)

=
P(ykk−N |sk , sk−1)

P(yk−1
k−N |sk−1)

.

(13)
P(ykk−N |sk , sk−1) =

∫

zkk−N∈Yk
k−N

p(zkk−N |sk , sk−1)dz
k
k−N ,

(14)

p(zkk−N |sk , sk−1) =
1

√

(2π)2M(N+1)
∣
∣K ′

z

∣
∣

× exp

(

−1

2

(

zkk−N

′ −m′
z

)T
K ′

z
−1

(

zkk−N

′ −m′
z

))

,

(15)m′
z =

�
Re{mz}
Im{mz}

�

=







Re

�

D G

��
Es
Ts
e
ψk

k−Lg−N

��

Im

�

D G

��
Es
Ts
e
ψk

k−Lg−N

��






.

(16)

K ′
z =E







�
D Re{G} −D Im{G}
D Im{G} D Re{G}

�



Re

�

nkk−Lg−N

�

Im
�

nkk−Lg−N

�





×




Re

�

nkk−Lg−N

�

Im
�

nkk−Lg−N

�





T
�
D Re{G} −D Im{G}
D Im{G} D Re{G}

�T







.
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As detailed in [18], the number of evaluations nev of the multivariate integral in (13) 
required for the model respects the proportion described by

where 4M is the number of all possible observed complex vectors yk and ML
cpm is pro-

portional to the number of all the possible state transitions. With this, the evaluation of 
all channel output probabilities becomes computationally expensive when the oversam-
pling factor M, the modulation order Mcpm and the overall channel memory L are high 
valued.

4.2 � BCJR algorithm based on the auxiliary channel law

With the purpose of evaluate the APPs for the bit sequence, the value P(sk , sk−1|yn) must 
be determined. This can be achieved by normalizing the joint probability P(sk , sk−1, y

n) , 
which can be decomposed into

where the considered auxiliary channel law W (·) as introduced in (10) is applied. The 
factor γk(sk−1, sk) can be rewritten as

which relates to the channel output probability and to the state transition probabili-
ties. The factor fk−1(sk−1) is the forward probability which contains all the paths in the 
trellis that leads to the state sk−1 . The forward recursion used to compute fk−1(sk−1) is 
described by

Finally, bk(sk) is the backward probability that contains all possible paths from state sk to 
sn . Similarly, bk(sk) is computed using the backward recursion

(17)nev ∝ 4MML
cpm,

(18)

P(sk , sk−1, y
n) = P(sk , sk−1, y

k−1, yk , y
n
k+1),

= P(sk−1, y
k−1) · P(sk , yk |yk−1, sk−1) · P(ynk+1|sk , yk)

≈ W (sk−1, y
k−1)

︸ ︷︷ ︸

fk−1(sk−1)

·W (sk , yk |yk−1, sk−1)
︸ ︷︷ ︸

γk (sk−1,sk )

·W (ynk+1|sk , yk)
︸ ︷︷ ︸

bk (sk )

.

(19)
γk(sk−1, sk) = W (sk , yk |yk−1, sk−1)

= P(yk |yk−1
k−N , sk , sk−1) · P

(
sk |sk−1

)
,

(20)

fk(sk) = W (sk , y
k) =

∑

sk−1

W (sk , sk−1, y
k)

=
∑

sk−1

W (sk , yk |yk−1, sk−1) ·W (sk−1, y
k−1)

=
∑

sk−1

γk(sk−1, sk) · fk−1(sk−1).
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With this, an approximate value Paux(sk , sk−1|yn) of the probability P(sk , sk−1|yn) can be 
computed by normalizing for P(yn) , equation

Note that for the recursions described in (20) and (21), initial values for fk=0(sk) and 
bk=n+1(sk) are required. While the BCJR algorithm can be carried out using the steps 
above, it is practical to employ a matrix form of the algorithm described in [28].

4.3 � A posteriori probabilities and soft information

As illustrated in the previous section, with the channel output probability as input, the 
BCJR algorithm provides the probabilities Paux

(
sk−1, sk |yn

)
 used for computing the bit 

APPs. Letting dm = [d1, . . . , dm]T , where m = n · log2(Mcpm) , as the interleaved bit 
sequence that is mapped into CPM symbols, its bit APPs are described by the summation

where dq = map−1
k (xk , i) with bit index q = (k − 1) · log2(Mcpm)+ i denotes extrac-

tion of the bit dq , which corresponds to the ith bit (most significant bit first) of the kth 
demapped symbol with i ∈

{
1, 2, . . . , log2(Mcpm)

}
 . The posterior probabilities P(dq|yn) 

are the natural choice for the soft information s(dq) about the demapped bits. With 
binary random variables described by the probabilities s(dq = 0) = P(dq = 0|yn) and 
s(dq = 1) = P(dq = 1|yn) , the use of log-likelihood ratios (LLR) given the received 
sequence yn is appropriate [29] and obtained with

which can be decomposed, according to [29, 30], into an extrinsic and an a priori LLR 
described by

The extrinsic LLR Lext(dq|yn) represents the information about dq contained in yn and 
P(dj) for all j  = q . The a priori LLR La(dq) describes the available a priori information 
about dq . The extrinsic LLR sequence is deinterleaved, according to the permutation 

(21)

bk(sk) = W (ynk+1|sk , yk) =
∑

sk+1

W (sk+1, y
n
k+1|sk , yk)

=
∑

sk+1

W (sk+1, yk+1|yk , sk) ·W (ynk+2|sk , sk+1, y
k+1)

=
∑

sk+1

γk(sk , sk+1) · bk+1(sk+1).

(22)Paux(sk , sk−1|yn) · P(yn) = fk−1(sk−1) · γk(sk−1, sk) · bk(sk)

(23)

P(dq = d|yn)
∣
∣
∣
q=(k−1)·log2(Mcpm)+i

=
∑

∀sk−1, sk ⊇ xk
such that

map−1
k (xk , i) = d

Paux(sk , sk−1|yn),

(24)L(dq|yn) = ln
P(dq = 0|yn)
P(dq = 1|yn) = ln

s(dq = 0)

s(dq = 1)
,

(25)
L(dq|yn) = Lext(dq|yn)+ ln

P(dq = 0)

P(dq = 1)

= Lext(dq|yn)+ La(dq).
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adopted. The resultant sequence represents the detected soft information used as input 
for the channel decoder as represented in Fig. 1.

4.4 � Iterative detection and decoding

This work uses an iterative detection and decoding procedure that consists of the 
exchange of soft information between the detector and the channel decoder. Ini-
tially, the state transition probabilities are considered to be uniformly distributed, i.e., 
P(sk |sk−1) = 1/Mcpm . Such assumption is suboptimal, but it is possible to take into 
account that state transitions can have different probabilities by feeding back updated 
extrinsic soft information about the code bits.

The iterative detection and decoding process relies on the feedback of soft informa-
tion from the decoder to adjust the transition probabilities of the soft detector, which 
becomes aware of the underlying code. Let cm = [c1, . . . , cm]T the code bit sequence 
that represents the encoded message. The soft information s(cq) , with q ∈ {1, . . . ,m} , 
is the input of the channel decoder, which is able to compute an update version s′(cq) 
of this soft information

The redundancy introduced during the encoding process certifies that the reliabil-
ity of s′(cq) is usually improved by the channel decoder when compared to s(cq) . This 
soft information can be interleaved into the sequence corresponded to s′(dq) , which is 
incorporated to the soft detector that uses this knowledge acquired from the channel 
decoder to recompute s(dq) . This message passing algorithm is done iteratively with soft 
information exchange between the detection and decoding steps. With soft informa-
tion exchange, the BER performance can be improved, but for approaching the optimal 
results, the transfer of the extrinsic information

from one iteration to the next is necessary, which is considered as crucial [29]. 
This extrinsic soft information characterizes the information about cq contained in 
s(c1), . . . , s(cm) except s(cq) . The idea of passing extrinsic soft information between the 
receive algorithms was first proposed in [30] for decoding turbo codes and has been 
applied to coded data transmission over channels with intersymbol interference (ISI) 
[28, 31], where it is called turbo equalization. In practical terms, it is often more con-
venient to replace the two probabilities s(dq = 0) and s(dq = 1) by the LLRs in (24) and 
in (25) [29]

where �ext(dq) and �a(dq) are the extrinsic and the a priori LLRs, respectively. Accord-
ingly, instead of the extrinsic soft information in the feedback path sext(cq) , the extrinsic 
LLR is considered

(26)s
′(cq) = P(cq|s(c1), s(c2), . . . , s(cm)).

(27)sext(cq) = P(cq|s(c1), . . . , s(cq−1), s(cq+1), . . . , s(cm)),

(28)
�(dq) = L(dq|yn) = ln

s(dq = 0)

s(dq = 1)
,

= �ext(dq)+ �a(dq),
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A decomposition similar to (25) can be applied with �(cq)

This extrinsic information, can be computed during the channel decoding process by 
means of employing a second BCJR algorithm [28]. It can then be interleaved into new 
values for the a priori soft information �a(dq) and soft mapped to state transition prob-
abilities P

(
sk |sk−1

)
 . This soft mapping is achieved by bringing the log-likelihood repre-

sentation back to a probability description [28], which is given by

where xk is the input symbol that produce the state transition from the state sk−1 to sk , 
[b′1, . . . , b′log2(Mcpm)

] is the bit sequence which such symbol is mapped to, and �a(dq) rep-

resents the interleaved extrinsic soft information fed back by the channel decoder of the 
bit dq . The probabilities P

(
sk |sk−1

)
 can be used to perform the soft detection step again 

by updating the transition probabilities in the BCJR algorithm, detailed in Sect. 4.2.
In the final step of the channel decoder, i.e., after the execution of the required number 

of iterations, the soft information on the information bits is computed

where R is the used code rate. At last, the estimation of the original information bits is 
evaluated based on the sign of the corresponding soft information �(br)

The iterative decoding steps are illustrated in Fig.  3 and described in Table  1, where 
the soft information exchange between detector and decoder is represented with the 

�ext(cq) = ln
sext(cq = 0)

sext(cq = 1)
= ln

P(cq = 0|s(c1), . . . , s(cq−1), s(cq+1), . . . , s(cm))

P(cq = 1|s(c1), . . . , s(cq−1), s(cq+1), . . . , s(cm))
.

(29)

�ext(cq) = ln
P(cq = 0|s(c1), . . . , s(cm))
P(cq = 1|s(c1), . . . , s(cm))

− ln
s(cq = 0)

s(cq = 1)
,

= �(cq)− ln
s(cq = 0)

s(cq = 1)
,

= �(cq)− �a(cq).

(30)

P(sk |sk−1) = P(xk)

=
log2(Mcpm)

∏

i=1

exp
(
−b′i · �a(dq)

)

1+ exp
(
−�a(dq)

)

∣
∣
∣
∣
q=(k−1)·log2(Mcpm)+i

,

xk = map([b′1, . . . , b′log2(Mcpm)]),

(31)�(br) = ln
P(br = 0|s(c1), . . . , s(cm))
P(br = 1|s(c1), . . . , s(cm))

, ∀r ∈ {1, . . . ,m · R},

(32)b̂r =
{
1, if �(br) < 0,
0, if �(br) ≥ 0,

Fig. 3  Iterative decoding on the receive path of the system model
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considered LLRs. The soft decoding step performed by the channel decoder is depend-
ent of the used code. For completeness and illustration purposes, “Appendix 2” describes 
the BCJR-based decoding algorithm for a simple convolutional code.

5 � Modified sub‑channel coding
The extra amount of information provided by the oversampling is often not enough for 
the system to provide reliable communication, which motivated the proposition of the 
CPM system in Fig. 1 with additional coding blocks. With the purpose of further improv-
ing the performance of the proposed system, this section covers a different coding strat-
egy and an alternative bit mapping scheme illustrated for the example of Mcpm = 8.

5.1 � Bit mapping

For the considered CPM waveform with Lcpm = 1 , the 1-bit quantization of the in-phase 
and quadrature components leads to a four-level phase decision, which grants two bits 
of information when the sample at time τ = Ts is observed in a noise-free scenario. This 
is the reason why, when noise is considered, the computed achievable rate for Mcpm = 4 
reaches 2 bpcu in a high SNR regime. For the case with Mcpm = 8 , more than two bits 
per channel use can be achieved with oversampling, which allows for the extraction of 
more information along the phase transition between the phase states. This idea is the 
key to understanding the motivation to study bit mapping alternatives, and how the 
available information at the receiver is distributed for the bits. In summary, this subsec-
tion presents two mapping strategies and how they deal with bit allocation.

Figure 4 shows the CPM tilted phase constellation on how bit sets are associated to 
the phase transition when using the Gray mapping, given an “even” or an “odd” initial 
state, whose parity is defined by the parity of the absolute phase state described in (6). 
The symbols are distinguished by on how much the phase is increased for each possible 
input.

The established Gray mapping scheme implies well-known benefits for conventional 
communication systems. However, in the following, it is proposed to modify the Gray 
coding scheme in order to enable the exploitation of the properties of the CPM system 
with 1-bit quantization and oversampling at the receiver. Similarly to the Gray map-
ping, Fig.  5 illustrates the CPM tilted phase transitions with the corresponding bits 

a b
Fig. 4  Gray mapping for 8-CPFSK with 1-bit quantization
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for the novel mapping scheme, termed advanced mapping. The proposed modification 
allows that the information conveyed in the orthant of the received signal can be readily 
extracted. The additional information that is brought by the temporal oversampling is 
then conveyed in the third bit of the CPM symbol in case of Mcpm = 8 . For the interpre-
tation of the novel approach, one can consider that each bit of the CPM symbol corre-
sponds to a separate binary sub-channel. Accordingly, the illustrated case with Mcpm = 8 
can be understood as a system that consists of three different binary sub-channels. Con-
sidering the advanced mapping strategy, two sub-channels can each yield up to 1 bit per 
channel use and the third sub-channel yields a lower achievable rate which depends on 
the oversampling factor.

The Gray mapping shuffles the uncertainties brought by the coarse quantization for 
every bit sub-channel, whereas the advanced mapping aims to concentrate the uncer-
tainty on the third bit, by doing a circular shift on the Gray mapping when phase tran-
sition happens from a phase state of “odd” order. Figure  6b illustrates what has been 
discussed by showing increased BER performance on the first two bits of the mapping in 
comparison with Fig. 6a.

a b
Fig. 5  Advanced mapping for 8-CPFSK with 1-bit quantization

Table 1  Iterative detection and decoding algorithm steps

Iterative detection and decoding

(1) Initialization: Set P(sk |sk−1) = 1/Mcpm for every possible state transition, to evaluate the transition prob-
abilities γk(sk−1, sk) in (19)

(2) Soft detection and demapping: Perform the BCJR algorithm described in Sect. 4.2, compute the a posteriori 
probabilities in (23) based on the adopted bit mapping and evaluate the extrinsic LLR sequence cor-
responding to �ext(dq) for all q ∈ {1, . . . ,m}

(3) Deinterleaving: Permute the LLR sequence [�ext(d1), . . . , �ext(dm)] into [�a(c1), . . . , �a(cm)]
(4) Soft decoding: Use the SISO decoder to compute the soft information �(br) and feedback the extrinsic soft 

information �ext(cq) for all q ∈ {1, . . . ,m}
(5) Termination: verify the stop condition, i.e., whether the number of iterations has been achieved. If so, the bit 

estimations b̂r are computed for all r ∈ {1, . . . ,m · R} , vide (32)

(6) Interleaving: Permute the extrinsic soft information sequence [�ext(c1), . . . , �ext(cm)] into 
[�a(d1), . . . , �a(dm)]

(7) Soft mapping: compute new values of P(sk |sk−1) based on the soft mapping in (30) and update values for 
γk(sk−1, sk)

(8) Go to (2)
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5.2 � Sub‑channel coding scheme

The coding scheme which we refer to as the conventional approach consists of the 
system model illustrated in Fig.  1 that contemplates the use of channel coding for 
forward error correction (FEC), interleavers to protect the system against burst 
errors and an iterative decoding procedure as part of a sophisticated channel decod-
ing approach. However, no regard toward bit sub-channel performance, presented in 
Fig. 6, is taken into account. With the proposed advanced mapping, it is known apri-
ori on the transmitter side which bits in terms of binary sub-channels require protec-
tion by forward error correction. This circumstance can be exploited by sophisticated 
sub-channel coding. In this context, it is proposed a modified coding scheme that has 
the same structure of the conventional one, but applies different code rates for the 
bit sub-channels separately, i.e., in transmission, bit sub-channels streams that are 
more sensitive to the coarse quantization, noise or channel impairments would be 
protected by a stronger channel code.

For the case study, no coding is applied to the first two bit sub-channels whereas a 
strong convolutional code is applied to the third sub-channel. This is illustrated in 
Fig. 7a, where in (b) a code rate of 1/3 is applied to the third sub-channel, which corre-
sponds to an overall code rate of R = 7/9.

ba
Fig. 6  BER results for each bit sub-channels according to the considered bit mapping, M = 3

ba
Fig. 7  Proposed coding scheme for Mcpm = 8
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6 � Results and discussion
All the computations rely on Mcpm = 8 and modulation index h = 1

Mcpm
 . The used fre-

quency pulse is the 1REC [19]. A suboptimal bandpass filter is considered with

where Tg = 1
2Ts . Such filter is similar to the integrate and dump receiver considered in 

[32], but with its frequency response centered in low-IF. Note that the common receiver 
based on a matched filter bank is hardware demanding and not compatible with the con-
sidered 1-bit approach. The extraction of the soft information is done based on an aux-
iliary channel law W (·) with the parameter N = 0 , cf. (10). The SNR is given by the ratio 
between the transmit power and the product of the noise power spectral density N0 and 
the two-sided 90% power containment bandwidth B90%

where B90% denotes the 90% power containment bandwidth. The considered SNR defini-
tion can be interpreted as the average energy per Nyquist interval divided by the noise 
power density.

This work uses convolutional codes as the simplest non-trivial example for channel 
coding. Convolutional codes are characterized by their constraint length and its gener-
ator polynomials [33]. Channel codes with larger constraint length and longer blocks 
have better performance in general, but it requires more computation resources on the 
decoder.

High rate convolutional codes, e.g., 3/4, can be implemented using the puncturing 
technique to create any desired code rate from a basic low-rate code [34]. This is used to 
adapt the code rate while keeping a low-complexity decoder. Puncturing can be applied 
to modify the system throughput and robustness level by changing the puncturing pat-
tern, which describes the bits that are propagated and discarded. The decoder must take 
this pattern into account to compute metrics and survivor paths. Puncturing is per-
formed using the puncturing patterns described in Table 2

A block of information bits is randomly generated and forwarded to the encoder 
according to the discrete system model described in Fig. 1. S-Random interleavers are 
used such that they are generated for each analyzed block.

6.1 � Achievable rate

The lower bound on the achievable rate is computed the way it is presented in “Appen-
dix 1.” Figure 8 shows how oversampling increases the achievable rate due to the extra 
information provided during the symbol transitions. With Mcpm = 4 the achievable rate 
reaches log2(Mcpm) = 2 [bpcu] for higher values of SNR . For lower SNR values, when 
the achievable rate is below 2 [bpcu], consideration of channel coding is required for 
establishing reliable communication. For cases with higher modulation order, such as 
Mcpm = 8 , the achievable rate of a CPM system with 1-bit quantization in general does 

(33)g(t) =
√

1

Tg
rect

(
t − Ts/2

Tg

)

· ej2π�f (t−Ts/2),

(34)SNR =
limT→∞ 1

T

∫

T |x(t)|2dt
N0 B90%

= Es

N0
(TsB90%)

−1,
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not reach the source entropy rate of log2(Mcpm) = 3 [bpcu] independent of the SNR . 
With this, the development of coding techniques is required, in order to design a system 
capable to provide reliable communication. In addition, the proposed system is com-
pared with the same CPM system which is equipped with a uniform 2-bit quantizer with 
thresholds {−�z, 0,�z} at the receiver for real and imaginary part that operates at sym-
bol rate sampling rate.1 Considering that the 2-bit ADC is implemented as a Flash ADC, 
it consists of three comparators which implies three comparator operations per symbol 
duration, which is then equivalent to the 1-bit oversampling with M = 3 . While the per-
formance in terms of achievable rate is comparable, the system that uses 1-bit ADCs 
does not require automatic gain control.

6.2 � EXIT chart analysis

In this subsection, the iterative detection and decoding process is illustrated based on 
extrinsic information transfer (EXIT) charts [35]. The mutual information between the 
bit D and its respective a priori LLR Λ as random processes reads as

where the conditional probabilities are according to the LLR definition given by

(35)

I(D;Λ) = H(D)−H(D|Λ)

= 1−
∫ ∞

−∞
P(Λ)

∑

D ∈ {0,1}
P(D|Λ) log2

1

P(D|Λ)
dΛ,

(36)
P(D = 0|Λ = �) = e�/2

e−�/2 + e�/2
,

P(D = 1|Λ = �) = e−�/2

e−�/2 + e�/2
.

Fig. 8  Effect of the oversampling factor M on the achievable rate

1  Note that symbol rate sampling corresponds to subsampling because the considered CPM signals have a larger band-
width than 1

Ts
.
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Assuming ergodicity for the LLR process Λ , the expectation in Eq. (35) can be replaced 
by a time average. Thus, the mutual information can be computed from a large number 
N  of generated LLRs as follows

which is numerically evaluated by the consideration of large number of channel reali-
zations. The LLR sequences corresponding to �a(dq) , �ext(dq) , �a(cq) and �ext(cq) for 
all q ∈ {1, . . . ,m} are related to the mutual information Ida  , Idext , Ica and Icext , respectively, 
which are computed with Eq. (37) at every iteration step. Those LLRs are considered 
a priori information updated by the BCJR detector and decoder, as displayed in Fig. 3. 
Once interleaving and deinterleaving are neutral operations for the statistical descrip-
tion, the assertions Ida = Icext and Ica = Idext are true. According to [36], and [37], those a 
priori LLRs can be approximated as independent and identically distributed Gaussian 
random variables. This is done to simplify the computation of the transfer information 
functions Td and Tc of the detector and decoder, respectively, which are described by

where for each input mutual information, random Gaussian distributed a priori LLRs 
can be generated with a simulation tool to evaluate the detector and the decoder sepa-
rately by measuring the mutual information between the output extrinsic LLRs and the 
encoded bit sequence. This procedure is done to record the mutual information evolu-
tion with the transfer functions.

Figure 9 shows examples of EXIT chart analysis for the proposed iterative detection 
and decoding. Various cases have been evaluated where it was observed that iterative 
processing yields a benefit especially for cases with low SNR. Figure  9a, c illustrates 
examples for this case. For cases at high SNR, it has been observed that in many cases 
it is not required to consider more than 2 iterations, as illustrated in Fig. 9b. Finally, it 
has been observed that considering advanced mapping instead of the Gray mapping sig-
nificantly changes the exit chart of the detector, as shown in Fig. 9d. In such a case, the 
detection and decoding process has quasi converged after the first iteration.

6.3 � Bit error rate

Figure  10 shows the BER for a system with Gray mapping and modulation order of 
Mcpm = 8 with different oversampling factors. The results show that oversampling can 
significantly improve the BER performance. Moreover, the results confirm that there is 
only marginally gain from considering more than two iterations for the iterative receive 
processing, which is in line with the EXIT chart analysis. Moreover, the BER of the cor-
responding system with symbol rate sampling and 2-bit ADC is shown for comparison. 
The BER performance indicate that a higher resolution in time is beneficial at low and 

(37)

I(D;Λ) = 1− E







�

D ∈ {0,1}
P(D|Λ) log2

1

P(D|Λ)






,

≈ 1− 1

N

N�

n=1

�

d∈{0,1}
P(d|�n) log2

1

P(d|�n)
,

Idext = Td(I
d
a ),

Icext = Tc(I
c
a),
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medium SNR and that a higher resolution in amplitude is beneficial in the high SNR 
regime.

For the case with modulation order of Mcpm = 8 and oversampling factor of M = 3 , 
channel coding is applied according to the extended discrete model shown in Fig.  1. 
Different code rates gave been considered which is summarized in Table 2. The results 
presented in Fig.  11 confirm that iterative decoding scheme can improve the BER 
performance.

Additionally, the Gray mapping is compared against the novel advanced bit mapping. 
Figure  12 illustrates the BER simulation results, which confirm that system designs 
using advanced mapping outperform system designs using Gray mapping in terms of 
BER. For systems with Gray mapping, three iterations are considered and for systems 
with advanced mapping only two, because no further performance gain was observed by 
increasing the iterations for the latter.

Finally, in Fig. 13, the BER results for the proposed coding scheme are presented. 
The conventional coding scheme uses a convolutional code with rate 7/9, generator 

a b

c d
Fig. 9  EXIT charts for the considered mappings with Mcpm = 8 and M = 3
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polynomial (5 7) and puncturing pattern 11|01|01|10|10|01|11 . In contrast, the pro-
posed coding scheme uses a convolutional code with rate 1/3 for the third bit sub-
channel as shown in Fig.  7b. In this last scenario, the use of the proposed coding 

Fig. 10  BER results for the considered CPM system using different oversampling factors, channel code with 
rate 1/3 and Gray mapping

Fig. 11  BER results for the considered CPM system using different code rates and Gray mapping
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scheme brings a consistent performance gain from low to high SNR levels. The per-
formance gain can be explained by the fact that the proposed method exploits apriori 
knowledge about the reliability of the binary sub-channels.

Fig. 12  BER comparison between Gray and Advanced mapping

Fig. 13  BER results for a code rate of 7/9, Mcpm = 8 , M = 3 for the 1-bit ADC and M = 1 for a 2-bit ADC
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The proposed schemes are compared with the corresponding system with resolution in 
amplitude with 2-bit quantization. Such an ADC, when realized as flash ADC, corresponds 
to the same number of comparator operations per time interval. While the system with 
1-bit quantization requires a higher SNR for achieving a low BER, it has practical benefits 
such as the relaxed requirements on the automatic gain control and the low noise amplifier.

7 � Conclusions
Iterative detection and decoding applied to a CPM system with 1-bit quantization and over-
sampling at the receiver has been studied. Different code rates have been considered, and it 
turns out that channel coding is beneficial in all the cases. Additional performance gain can 
be achieved by using the proposed tailored bit mapping strategy in combination with a cod-
ing scheme that considers different binary sub-channels separately.
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Appendix 1: A lower‑bound on the achievable rate
According to [38, 39], the achievable rate is expressed and lower-bounded by using an aux-
iliary channel law [7, 21]

(38)
I(Xk;Y k) = lim

n→∞

(

−1

n
log2 P(y

n)+ 1

n
log2 P(y

n|xn)
)

,

≥ lim
n→∞

1

n

(
− log2W

(
yn
)
+ log2W

(
yn|xn

))
.

Table 2  Puncturing patterns for codes with constraint length Kcc = 3 , generator polynomial 
in octal form

Code rate Generator Puncturing pattern

1/3 (5 7 7) 1 1 1

1/2 (5 7) 1 1

2/3 (5 7) 1 1  0 1

3/4 (5 7) 1 1  0 1  1 0



Page 23 of 26de Alencar et al. J Wireless Com Network        (2020) 2020:237 	

where the auxiliary channel law in (10) is used to reduce the complexity of the computa-
tion, such that

As illustrated in [21], the probabilities W (yn) and W (yn|xn) in (38) can be com-
puted recursively with the forward recursion (20) of the BCJR algorithm cov-
ered in Sect.  4.2. By using the state notation sk , W (yn) is determined with 
W (yk) =

∑

sk
W (sk , y

k) =
∑

sk
fk(sk) , whereas the conditional probability W (yn|xn) is 

computed with the following recursion rule

The initialization of the algorithm is performed by defining the metrics fk=0(sk) and 
f̃k=0 = 1 . In practice, it was observed in [38] that during the recursion steps, those 
branch metrics tend to go to zero with few iterations; therefore, the recursion (20) is 
slightly changed to

where the scaling factors µk are chosen such that 
∑

sk
fk(sk) = 1 . Regarding the recur-

sion in (39), auxiliary variables µ̃k are defined as µ̃k = P(yk |yk−1
k−N , sk , sk−1)

−1
 , with the 

aim to express the desired information rate quantity as

when a large value for n is considered.

P(yk |yk−1, xk) ≈ W (yk |yk−1, xk) = P(yk |yk−1
k−N , x

k
k−N−L),

(39)
W (yk |xn) = f̃k = W (yk |yk−1, xn) ·W (yk−1|xn)

= P(yk |yk−1
k−N , sk , sk−1) · f̃k−1.

(40)fk(sk) = µk

∑

sk−1

P(yk |yk−1
k−N , sk , sk−1) · P(sk |sk−1) · fk−1(sk−1),

(41)−1

n
log2W (yn)+ 1

n
log2W

(
yn|xn

)
= 1

n

n∑

k=1

log2 µk −
1

n

n∑

k=1

log2 µ̃k ,

Table 3  State transition description of the code (5 7)

State Next state Input Output

00 00 0 0 0

10 1 1 1

01 00 0 1 1

10 1 0 0

10 01 0 0 1

11 1 1 0

11 01 0 1 0

11 1 0 1
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Appendix 2: Channel decoder example with BCJR algorithm
To illustrate an example on how to compute (29) and (31), i.e., the outputs of the 
channel decoder, a memory-2 convolutional code characterized by the generator pol-
ynomial (5 7) is considered. It can be described by the states transitions triggered by 
the bit inputs, which are illustrated in Table 3.

To describe a BCJR-based channel decoder algorithm, it is practical to employ a 
matrix notation, which requires the following definitions:

•	 fr is the vector form of the forward probabilities for all states at time index r;
•	 br is the vector form of the backward probabilities for all states at time index r;
•	 Γ r is the matrix form of the transition probabilities at time index r.

With this, the channel decoder algorithm follows the description covered in [28], 
which is presented in Table  4. By considering the input bits, U(b) is introduced to 
the vector notation as a matrix of 1’s and 0’s that translates the sum of applicable 
probabilities, similar to (23), into an element-wise multiplication, represented by the 
operator ⊙.

The given algorithm is capable of producing the output soft information in (26) with 
the expressions

Table 4  Channel decoder with BCJR algorithm
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where

are matrices that relate to the state transitions with respect to the output bits of the 
channel code presented in Table 3. With this, the extrinsic LLR described in (29) can be 
computed as follows

where i ∈ {− 1, 0} . As asserted in [28], this equation faces problems when a numerical 
evaluation is performed due to the logarithm nature of the difference on the right-hand 
side (RHS) of the equality. To solve this for practical implementations, �′ext(cq) is com-
puted as follows:

where Γ ext,i,r are extrinsic transition matrices that has the dependency on the input 
LLR �(c2r+i) removed, while computing �′ext(c2r+i) . For example, the extrinsic transition 
matrix Γ ext,−1,r corresponding to �′ext(c2r−1) , for the convolutional code that has been 
considered so far, is given by
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