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#### Abstract

Multi-kernel polar codes have recently received considerable attention since they can provide more flexible code lengths than do the original ones. The construction process of them can be simplified by obtaining the Bhattacharyya parameter bounds of the kernels employed. However, there has been currently no generic method for seeking such bounds. In this paper, therefore, we focus on the upper Bhattacharyya parameter bounds of the standard binary polar code kernels with an arbitrary dimension of $l \geq 2$. A calculation process composing of four steps, the common column binary tree construction for the channel inputs, the common factor extraction, the calculation feasibility testing, and the upper bound calculation based on pattern matching, is formulated with a computational complexity of $O\left(2^{\prime}\right)$. It is theoretically proved that the upper bounds obtained by the proposed method are tight, which can lay the foundation to compare the reliability of the synthesized channels in polar codes.
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## 1 Introduction

Polar codes, pioneered by Arıkan [1] in 2008, are capable of reaching the Shannon maximum capability with low encoding and decoding complexity, which have been accepted as the coding scheme of the control channel of the 5 G wireless communication systems [2].
Arıkan [1] employed the $n$ times Kronecker power of the polarized kernel matrix denoted by $G_{2}=\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$ to perform a linear transformation to an input block of $N\left(=2^{n}\right)$ bits. By combining and splitting a Binary Input Discrete Memoryless Channel (B-DMC) $N$ times repeatedly, the same number of polarized sub-channels are acquired. While some of them tend to possess the reliability of one, others tend to be zero. However, the code lengths of such polar codes are constrained to $2^{n}$, which makes it difficult for them to be applied to the narrow-band, low-rate, and real-time communication fields that require flexible medium and short code lengths, such as real-time voice communication. Korada et al. [3] generalized the polar code kernel as an $l \times l(l \geq 2)$ invertible matrix denoted by $G_{l}$, whose arbitrary column permutation is not an upper triangular matrix.

[^0]Benammar et al. [4] proved that the channel polarization condition still holds for such multi-kernel polar codes. Thus, flexible code lengths can be obtained by applying the Kronecker product

$$
\begin{equation*}
G_{N}=B_{N} \cdot G_{l_{0}} \otimes G_{l_{1}} \otimes \cdots \otimes G_{l_{n-1}} \tag{1}
\end{equation*}
$$

of kernels with various dimensions as a generator matrix in the construction of the polar codes, where $B_{N}$ is a permutation matrix. Following this, both principle and design of multi-kernel polar codes have become a significant research area in recent years [5-7].
When the construction of polar codes is a concern, it is crucial to select the most reliable channels from the synthesized channels, which can be measured by the Bhattacharyya parameters [1]. However, closed-form expressions for the Bhattacharyya parameters of the synthesized channels are usually unavailable [8]. Generally, for the polar code kernels with $l=2$, the reliability of the synthesized channels can be acquired by Bhattacharyya parameter calculation [1], Monte-Carlo simulation [1], density evolution [9, 10], Gaussian approximation [11], or an approximation by degrading and upgrading transformations, quoted as Tal-Vardy [12]. For $l>2$, on the other hand, the Bhattacharyya calculation and Monte Carlo simulation methods are employed [13]. Among these methods, while the Bhattacharyya parameter calculation is simple but only applicable to Binary Erasure Channels (BECs), the Gaussian approximation is applicable to Additive White Gaussian Noise (AWGN) channels. More generally, the Tal-Vardy and MonteCarlo simulation can be applied to arbitrary binary discrete memoryless channels. However, all of the constructions based on these five methods depend on the transmission channel conditions, which make it necessary to construct codes separately for different Signal-to-Noise Ratios (SNRs) [14].
Dealing with resolving the above-mentioned problems in the construction of the polar codes, general construction methods independent of transmission channel conditions have gained significant attention in recent years. Schürch et al. [15] and Wu et al. [16] proposed the partial order theory of the polarized channels, and He et al. [17] proposed the Polarization Weight (PW) for $G_{2}$. Based on the comparison of the kernel channels indicated by the Bhattacharyya parameter bounds, these two theories pointed out that there were unambiguous relationships between some of the synthesized channels, which could be utilized to select more reliable channels in the construction of the polar codes. Investigating the bounds of the Bhattacharyya parameters with dimension $l>2$ could apply these theories to the construction of large-sized and multi-kernel polar codes. Accordingly, Hanif et al. [8] suggested that the kernels' Bhattacharyya parameter bounds could simplify the construction of the polar codes.

In the research of the Bhattacharyya parameter bounds of the polar code kernels, Arıkan [1] presented the bounds for $l=2$; however, the lower bound was not tight enough. To address this issue, Korada [18] proposed a much tighter lower bound. As for $l>2$, Korada et al. [3] researched the relationship between the Bhattacharyya parameter bounds and the partial distances of their kernels and proposed a concise formula for calculating the bounds of Bhattacharyya parameters. However, both lower and upper bounds are not tight enough. Zhang et al. [19] examined the upper bounds for $l=3$, but did not the lower bounds. Cheng et al. [20] presented a formula to calculate the Bhattacharyya parameters for a given polar code kernel under BECs. However, the
calculation of the proposed formula would be very complicated for polar code kernels with large dimensions.

The available researches mentioned above reveal that there has been no general method for seeking tight bounds on the Bhattacharyya parameters of the polar code kernels with an arbitrary dimension yet. Thus, investigating the bounds on the corresponding kernels' Bhattacharyya parameters is of great importance to simplify the construction of the polar codes, which can also play a significant role in validating and evaluating the asymptotic speed of the polarization [21]. This paper, therefore, examines the upper Bhattacharyya parameters bounds of polar code kernels with dimension $l \geq 2$.

The main contributions of this paper are summarized as follows: We concluded that any $k$-order sub-matrix of the inputs must have some common columns, which leads to construct a common column binary tree. Then, we proposed a process to compute the upper bound of $Z_{l}^{(i)}$ utilizing an iterative pattern matching and presented a computationally feasible criterion to test whether the proposed method could be applied to a certain polar code kernel.
The rest of this paper is organized as follows. In Sect. 2, we present notations and definitions. In Sect. 3, we derive the upper bounds of the Bhattacharyya parameter. In Sect. 4, we demonstrate the computation procedure of the upper bound on channel 2 of a polar code kernel with a dimension of five. Section 5 provides a detailed discussion of the findings. Finally, Sect. 6 summarizes the paper and lists some potential directions for future research. The proofs of the properties, lemmas and theorems are provided in the "Appendix".

### 1.1 Methods/experimental

This paper is mainly theoretical derivation and analysis, and no experiment is carried out.

## 2 Preliminaries

In this section, we first give the symbols and definitions to be employed throughout the paper. Then, we introduce the Bhattacharyya parameter of the polar code kernels.

### 2.1 Symbols and definitions

Following [1], we denote random variables by upper case letters, e.g., $X, Y$, and their realizations by the corresponding lower case letters, i.e., $x, y$ and use $X^{-}, Y^{-}$to denote their upper bounds. We employ the notation $a_{0}^{l-1}$ as the shorthand to denote a row vector $\left(a_{0}, a_{1}, \ldots, a_{l-1}\right)$ and use $a_{i}^{j}$ to denote its sub-vector $\left(a_{i}, a_{i+1}, \ldots, a_{j}\right)$, where $a_{i}^{j}$ is void when $i>j$. Later, we will abbreviate $a_{0}^{l-1}$ as the corresponding bold character $\boldsymbol{a}$.

For a matrix $\boldsymbol{T}$, we use $T_{i, j}$ to denote the element in row $i$ and column $j, \boldsymbol{T}_{i, \text { : }}$ and $\boldsymbol{T}_{:, j}$ to, respectively, denote the $i$ th row vector and the $j$ th column vector, and employ $\boldsymbol{T}_{i:: m,:}$ to denote the sub-matrix composing of the row vectors of $\boldsymbol{T}$ with starting index $i$ and interval $m$. We use $\left[\boldsymbol{T}^{(0)}: \boldsymbol{T}^{(1)}\right]$ denote for the combined matrix of $\boldsymbol{T}^{(0)}$ and $\boldsymbol{T}^{(1)}$, which have the same column size, in the row direction.
For an integer $k$, we employ ( $b_{0}^{k}, b_{1}^{k}, \ldots, b_{l-1}^{k}$ ), denoted by $b(k, l)$, to represent its $l$-bit binary expansion with the most significant bit on the left.

Furthermore, $W: X \rightarrow Y$ represents a symmetric B-DMC transmission channel with input $X(X=0,1)$, output $Y$, and its transition probabilities denoted by $W(y \mid x), x \in X, y \in Y$.
All vectors, matrices, and their operations are defined in $G F(2)$.

Definition 1 For an integer $k$, the reverse order shuffle operation on its $l$-bit binary expansion is defined as a reverse order operator, which is denoted by $r(k, l)$. For example, the result of $r(22,6)$ is represented by $26(010110 \rightarrow 011010)$.

Definition 2 For a non-negative integer $x$ and a positive integer vector $b_{0}^{n-1}$, we employ $\left.\left(m_{n-1} m_{n-2} \ldots m_{0}\right)\right|_{b_{0}^{n-1}}$ to denote the $n$-digit mixed-nary representation of $x$ where $b_{0}^{n-1}$ is the base vector, $m_{i}=Q_{i} \bmod b_{n-i-1}$ and

$$
Q_{i}=\left\{\begin{array}{l}
x, i=0,  \tag{2}\\
\left\lfloor Q_{i-1} / b_{n-i-1}\right\rfloor, 0<i \leq n-1 .
\end{array}\right.
$$

The operation of calculating the mixed-nary representation under the base vector $b_{0}^{n-1}$ for $x$ is denoted as $\mathrm{M}\left(x, b_{0}^{n-1}\right)$.

Taking the decimal number 37 as an example, its three-digit mixed-nary representation under base vector $[2,3,8]$ is $\mathrm{M}(37,[2,3,8])=\left.(115)\right|_{[2,3,8]}$. The base vector indicates that the digit 1 on the left of the mixed-nary representation is in binary, the middle digit 1 is in ternary, and the right digit 5 is in octonary.

Definition 3 For an $n \times l$ binary matrix $\boldsymbol{T}$ and a certain operation $f(\cdot)$, we define a boolean vector $c_{0}^{l-1}$ as the valid column indicator, abbreviated as VCI, of $\boldsymbol{T}$ for $f(\cdot)$ with $c_{j}=1$ to indicate that the elements in column $j$ of $\boldsymbol{T}$ are involved in $f(\cdot)$ for $\forall j \in[0, l)$. Correspondingly, $\boldsymbol{c}_{0}^{l-1}$ is called the VCI of each row vector of $\boldsymbol{T}_{k,:}(0 \leq k<n)$ for $f(\cdot)$.

Definition 4 For an $n \times l$ binary matrix $\boldsymbol{T}$ with a VCI of $\boldsymbol{c}$, we define a boolean vector $\lambda_{0}^{l-1}$ as the common column indicator, abbreviated as CCI, of $T$ with $\lambda_{j}=1$ to mark that all the elements in column $j$ of $\boldsymbol{T}$ are the same and $c_{j}=1$ for $\forall j \in[0, l)$. We define $\lambda_{0}^{l-1}=g(\boldsymbol{T}, \boldsymbol{c})$ to denote the operation of calculating the CCI of $\boldsymbol{T}$ under the VCI of $\boldsymbol{c}$. Correspondingly, $\boldsymbol{\gamma}_{0}^{l-1}=\lambda_{0}^{l-1} \wedge \boldsymbol{T}_{0, \text { : }}$ is referred as the common column vector, abbreviated as CCV, of $\boldsymbol{T}$ with the VCI of $\boldsymbol{c}$.

Definition 5 For two vectors $\boldsymbol{x}^{(0)}$ and $\boldsymbol{x}^{(1)}$ with the same VCI of $\boldsymbol{c}$ for an operation $f(\cdot)$, $\left(\boldsymbol{x}^{(0)}, \boldsymbol{x}^{(1)}\right)$ is defined as a mutually different vector pair under $\boldsymbol{c}$ for $f(\cdot)$ if $\boldsymbol{x}^{(0)} \oplus \boldsymbol{x}^{(1)}=\boldsymbol{c}$.

Definition 6 For a $2^{m} \times l$ binary matrix $\boldsymbol{T}, \boldsymbol{T}_{i:: 2^{k},:}\left(0 \leq k \leq m, 0 \leq i \leq 2^{k-1}\right)$ is defined as its $i$ th $k$-order sub-matrix.

It is easy to infer that the 0 -order sub-matrix of $\boldsymbol{T}$ is $\boldsymbol{T}$ itself, and each $m$-order submatrix of $\boldsymbol{T}$ has only one element.

Definition 7 For an $l \times l$ binary invertible lower triangular matrix denoted by

$$
G_{l}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{3}\\
\cdots & 1 & \cdots & 0 \\
\cdots & \cdots & 1 & \vdots \\
\cdots & \cdots & \cdots & 1
\end{array}\right]
$$

where all of its diagonal elements are $1, G_{l}$ is defined as a standard binary polar code kernel with dimension $l$ [3].

Definition 8 For an input vector $U_{0}^{l-1}$, which is randomly and uniformly distributed in $\{0,1\}_{0}^{l-1}$, the linear transformation sequence of its polarized kernel $G_{l}$ is defined by

$$
\begin{equation*}
X_{0}^{l-1}=U_{0}^{l-1} \cdot G_{l} . \tag{4}
\end{equation*}
$$

Here, $\left\{W_{l}: X^{l} \rightarrow Y^{l}\right\}$ is defined as a combined channel under polar code kernel $G_{l}$ when $X_{0}^{l-1}$ is sequentially transmitted through the channel $W: X \rightarrow Y$. Thus, the transition probability of $W_{l}$ is

$$
\begin{equation*}
W_{l}\left(y_{0}^{l-1} \mid u_{0}^{l-1}\right)=\prod_{i=0}^{l-1} W\left(y_{i} \mid x_{i}\right) \tag{5}
\end{equation*}
$$

Definition 9 For $X_{0}^{l-1}$ defined in (4) and its output $Y_{0}^{l-1}$ of a combined channel $\left\{W_{l}: X^{l} \rightarrow Y^{l}\right\}$, the virtual channel $\left\{W_{l}^{(i)}: X \rightarrow Y^{l} \times X^{i-1}, 0 \leq i<l\right\}$ formed by the channel splitting under Successive Cancellation (SC) decoder in [1] is defined as a polar code kernel channel of $G_{l}$.

The transition probability of $W_{l}^{(i)}$ with input $u_{i}$ and output $\left(y_{0}^{l-1}, u_{0}^{i-1}\right)$ is defined in [3] as

$$
\begin{align*}
W_{l}^{(i)}\left(y_{0}^{l-1}, u_{0}^{i-1} \mid u_{i}\right) & =\frac{1}{2^{l-1}} \sum_{u_{i+1}^{l-1}} W_{l}\left(y_{0}^{l-1} \mid u_{0}^{l-1}\right) \\
& =\frac{1}{2^{l-1}} \sum_{u_{i+1}^{l-1}} \prod_{k=0}^{l-1} W\left(y_{k} \mid\left(u_{0}^{l-1} \cdot G_{l}\right)_{k}\right) \tag{6}
\end{align*}
$$

where the values of $u_{0}^{i-1}$ are evaluated sequentially from 0 to $i-1$ prior to $u_{i}$.
Considering $u_{i+1}^{l-1} \in\{0,1\}$, we construct an input matrix with a size of $N \times l$ as

$$
\begin{equation*}
\left\{\boldsymbol{v}^{\left(i, u_{i}\right)}: \boldsymbol{v}_{k,:}^{\left(i, u_{i}\right)}=\left(0_{0}^{i-1}, u_{i}, b(k, n)\right), 0 \leq k<N\right\} \tag{7}
\end{equation*}
$$

where $n=l-i+1, N=2^{n}, u_{0}^{i-1}=0_{0}^{i-1}$ and $0 \leq k<N$. The variables $n$ and $N$ will be used throughout the paper.

The linear transformation matrix is constructed from $\boldsymbol{v}^{\left(i, u_{i}\right)}$ utilizing $G_{l}$ with $\boldsymbol{x}^{\left(i, u_{i}\right)}=\boldsymbol{v}^{\left(i, u_{i}\right)} \cdot G_{l}$ according to (4). The elements in $\boldsymbol{x}^{\left(i, u_{i}\right)}$ possess the following property.

Property $1 \quad \forall k \in[1, n)$ and $\forall s, t \in\left[0,2^{k}\right)$, then $g\left(\boldsymbol{x}_{s:: 2^{k},:}^{\left(i, u_{i}\right)}, 1_{0}^{l-1}\right)=g\left(\boldsymbol{x}_{t:: 2^{k},:}^{\left(i, u_{i}\right)}, 1_{0}^{(l-1)}\right)$ $\neq 0_{0}^{l-1}$ holds. This means that for any $k$-order sub-matrix of $\boldsymbol{x}^{\left(i, u_{i}\right)}$ must have some common columns, and the CCIs of all sub-matrices in the same order are the same.

### 2.2 The Bhattacharyya parameters of the polar code kernels

According to [1], the Bhattacharyya parameter of a transmission channel $W: X \rightarrow Y$ is defined by

$$
\begin{equation*}
Z(W)=\sum_{y \in Y} \sqrt{W(y \mid 0) W(y \mid 1)} \tag{8}
\end{equation*}
$$

Similarly, the Bhattacharyya parameter of $W_{l}^{(i)}$ shown in (6), referred as the $i$ th Bhattacharyya parameter of the polar code kernel $G_{l}$, can be denoted by

$$
\begin{align*}
Z_{l}^{(i)} & =\sum_{y_{0}^{l-1}, u_{0}^{i-1}} \sqrt{W_{l}^{(i)}\left(y_{0}^{l-1}, u_{0}^{i-1} \mid u_{i}=0\right) \cdot W_{l}^{(i)}\left(y_{0}^{l-1}, u_{0}^{i-1} \mid u_{i}=1\right)} \\
& =\frac{1}{2^{l-1}} \cdot \sum_{y_{0}^{l-1}, u_{0}^{i-1}} \sqrt{\begin{array}{l}
\sum_{u_{i+1}^{l-1}} \prod_{k=0}^{l-1} W\left(y_{k} \mid\left(\left(u_{0}^{i-1}, 0, u_{i+1}^{l-1}\right) \cdot G_{l}\right)_{k}\right) \\
\sum_{u_{i+1}^{l-1}} \prod_{k=0}^{l-1} W\left(y_{k} \mid\left(\left(u_{0}^{i-1}, 1, u_{i+1}^{l-1}\right) \cdot G_{l}\right)_{k}\right)
\end{array}} . \tag{9}
\end{align*}
$$

Since $U_{0}^{l-1}$ is distributed uniformly in $\{0,1\}_{0}^{l-1}$, for any function $\varphi(\cdot)$ on $u_{k}(k<i)$ where $i$ is the index of $W_{l}^{(i)}$ shown in (9), $\sum_{u_{k}} \varphi\left(u_{k}\right)=2 \varphi(0)=2 \varphi(1)$ holds. Thus, according to (4), the expression of $Z_{l}^{(i)}$ shown in (9), where $u_{0}^{i-1}$ is set to $0_{0}^{i-1}$, could be rewritten as

$$
\begin{align*}
Z_{l}^{(i)} & =\frac{1}{2^{l-i-1}} \cdot \sum_{y_{0}^{l-1}} \sqrt{\sum_{p=0}^{N-1} \prod_{k=0}^{l-1} W\left(y_{k} \mid x_{p, k}^{\left(i, u_{i}=0\right)}\right) \cdot \sum_{q=0}^{N-1} \prod_{k=0}^{l-1} W\left(y_{k} \mid x_{q, k}^{\left(i, u_{i}=1\right)}\right)} \\
& =\frac{1}{2^{n}} \cdot \sum_{y_{0}^{l-1}} \sqrt{\sum_{p=0}^{N-1} f\left(\boldsymbol{x}_{p,:}^{(i, 0)}, 1_{0}^{l-1}\right) \cdot \sum_{q=0}^{N-1} f\left(\boldsymbol{x}_{q,:}^{(i, 1)}, 1_{0}^{l-1}\right)}, \tag{10}
\end{align*}
$$

where $f(\cdot)$ is defined by

$$
\begin{equation*}
f\left(x_{0}^{l-1}, c_{0}^{l-1}\right)=\prod_{k=0}^{l-1} W^{c_{k}}\left(y_{k} \mid x_{k}\right) \tag{11}
\end{equation*}
$$

and $c_{0}^{l-1}$ is the VCI of $x_{0}^{l-1}$ for $f(\cdot)$. In the calculation process of (10), the initial VCI of $\boldsymbol{x}_{0}^{\left(i, u_{i}\right)}$ for $f(\cdot)$ is $1_{0}^{l-1}$.

According to (11), we can easily derive that for two VCIs denoted by $\boldsymbol{c}^{(0)}$ and $\boldsymbol{c}^{(1)}$ of $x_{0}^{l-1}$, if $\boldsymbol{c}^{(0)} \wedge \boldsymbol{c}^{(1)}=0_{0}^{l-1}$, then

$$
\begin{equation*}
f\left(x_{0}^{l-1}, \boldsymbol{c}^{(0)}\right) \cdot f\left(x_{0}^{l-1}, \boldsymbol{c}^{(1)}\right)=f\left(x_{0}^{l-1}, \boldsymbol{c}^{(0)} \oplus \boldsymbol{c}^{(1)}\right) \tag{12}
\end{equation*}
$$

Considering the Bhattacharyya parameter of the last channel $W_{l}^{(l-1)}$ for a polar code kernel $G_{l}$, we attain $\boldsymbol{x}^{\left(l-1, u_{l-1}=0\right)}=0_{0}^{l-1}$ and $\boldsymbol{x}^{\left(l-1, u_{l-1}=1\right)}=G_{l-1,:}$ with $\boldsymbol{u}_{0}^{l-2}$ being set to zeros according to (4) and (7). Furthermore, we can obtain $Z_{l}^{(l-1)}=\sum_{y_{0}^{l-1}} \sqrt{f\left(0_{0}^{l-1}, 1_{0}^{l-1}\right) \cdot f\left(G_{l-1,:}, 1_{0}^{l-1}\right)} \quad$ according $\quad$ to (10). Due to $\sum_{(y \in Y)} \sqrt{W\left(y_{i} \mid 0\right) W\left(y_{i} \mid 1\right)}=Z(W)$, we can get

$$
\begin{equation*}
Z_{l}^{(l-1)}=Z^{\sum G_{l-1,:}}(W) \tag{13}
\end{equation*}
$$

It can be seen from (10) that as $l$ increases, the composition of $Z_{l}^{(i)}$ may become much more complicated, which makes it difficult to calculate the bounds of $Z_{l}^{(i)}$. Since the value of $Z_{l}^{(l-1)}$ can be directly calculated by (13), we mainly research the upper bounds of $Z_{l}^{(i)}$ for $0 \leq i \leq l-2$ in this paper.

## 3 The upper Bhattacharyya parameter bound

In this section, we first construct a $k$-order sub-matrix common column binary tree for the polar code kernel channel inputs. Then, we proposed a process to calculate the upper bound of $Z_{l}^{(i)}$ utilizing an iterative pattern matching.

Lemma 1 If a, b, c, and d are non-negative real numbers, then [1] defined the inequality given below

$$
\begin{equation*}
\sqrt{(a b+c d)(a c+b d)} \leq(\sqrt{a b}+\sqrt{c d})(\sqrt{a c}+\sqrt{b d})-2 \sqrt{a b c d} \tag{14}
\end{equation*}
$$

Lemma 2 For two mutually different vector pairs denoted by $\left(\boldsymbol{x}_{0,:}, \boldsymbol{x}_{1,:}\right)$ and $\left(\boldsymbol{x}_{2,:}, \boldsymbol{x}_{3,:}\right)$ with a VCI of $\mathbf{c}$, the following inequality

$$
\begin{align*}
& \sum_{y_{0}^{l-1}} \sqrt{\left[f\left(\boldsymbol{x}_{0,:}, \boldsymbol{c}\right)+f\left(\boldsymbol{x}_{1,:}, \boldsymbol{c}\right)\right] \cdot\left[f\left(\boldsymbol{x}_{2,:}, \boldsymbol{c}\right)+f\left(\boldsymbol{x}_{3,:}, \boldsymbol{c}\right)\right]} \leq  \tag{15}\\
& 2 \cdot Z^{\sum \lambda}(W)+2 \cdot Z^{\sum \boldsymbol{c}-\sum \lambda}(W)-2 \cdot Z^{\sum \boldsymbol{c}}(W)
\end{align*}
$$

holds, where $\lambda=\boldsymbol{x}_{0,:} \oplus \boldsymbol{x}_{2,:}$ :

### 3.1 The common column binary tree

According to Definition 4 and Property 1 , we can extract a CCV for each $k$-order submatrix of $\boldsymbol{x}^{\left(i, u_{i}\right)}$, and the extracting process can be divided into $(n+1)$ stages ranging from 0 to $n$. For any stage $k \in[0, n]$, all the $2^{k}$ sub-matrices of $\boldsymbol{x}^{\left(i, u_{i}\right)}$ have the same VCI $\boldsymbol{c}_{k}$ and CCI $\lambda_{k}$. The $\lambda_{k}, \boldsymbol{c}_{k}$, and the CCV $\boldsymbol{\gamma}_{k, j}^{\left(i, u_{i}\right)}$ of each sub-matrix can be calculated by

$$
\begin{align*}
& \lambda_{k,:}=g\left(\boldsymbol{x}_{0:: 2^{k},:}^{\left(i, u_{i}=0\right)}: \boldsymbol{x}_{0:: 2^{k},:}^{\left(i, u_{i}=1\right)}, \boldsymbol{c}_{k}\right), 0 \leq k \leq n,  \tag{16}\\
& \boldsymbol{c}_{k}=\left\{\begin{array}{l}
1_{0}^{l-1}, k=0, \\
\boldsymbol{c}_{k-1} \oplus \lambda_{k-1,:}, 0<k \leq n,
\end{array}\right.  \tag{17}\\
& \boldsymbol{\gamma}_{k, j}^{\left(i, u_{i}\right)}=\lambda_{k,:} \wedge \boldsymbol{x}_{j,:}^{\left(i, u_{i}\right)}, 0 \leq j<2^{k+1} . \tag{18}
\end{align*}
$$

By doing so, a common column binary tree $\boldsymbol{\gamma}^{\left(i, u_{i}\right)}$ can be constructed as shown in Fig. 1.
Suppose that

$$
s\left(\boldsymbol{\gamma}_{k, j}^{\left(i, u_{i}\right)}\right)=\left\{\begin{array}{l}
f\left(\boldsymbol{\gamma}_{k+1,2 j}^{\left(i, u_{i}\right)}, \boldsymbol{c}_{k+1}\right) \cdot s\left(\boldsymbol{\gamma}_{k+1,2 j}^{\left(i, u_{i}\right)}\right)+f\left(\boldsymbol{\gamma}_{k+1,2 j+1}^{\left(i, u_{i}\right)}, \boldsymbol{c}_{k+1}\right) \cdot s\left(\boldsymbol{\gamma}_{k+1,2 j+1}^{\left(i, u_{i}\right)}\right), k<n,  \tag{19}\\
f\left(\boldsymbol{\gamma}_{k, j}^{\left(i, u_{i}\right)}, \boldsymbol{c}_{k}\right), k=n
\end{array}\right.
$$



Fig. 1 The common column binary tree of $\boldsymbol{x}^{(i, i, i)}: \boldsymbol{\lambda}_{k}$ denotes the CCI for stage $k$, and $\gamma$ represents the CCV of $\boldsymbol{x}_{j:: 2,2,:}^{\left(1, u_{1}\right)}$
if there are equal paths from the child nodes of $\boldsymbol{\gamma}_{k, j 1}^{(i, e 1)}$ and $\boldsymbol{\gamma}_{k, j 2}^{(i, e 2)}$ to their corresponding leaf nodes in the tree shown in Fig. 1, then $s\left(\boldsymbol{\gamma}_{k, j 1}^{(i, e 1)}\right)^{\prime}=s\left(\boldsymbol{\gamma}_{k, j 2}^{(i, e 2)}\right)$ where $e 1$ and $e 2$ are the instantiated values of $u_{i}$.
According to (19), the expression of $Z_{l}^{(i)}$ in (10) can be transformed into

$$
\begin{equation*}
Z_{l}^{(i)}=\frac{1}{2^{n}} \cdot \sum_{y_{0}^{l-1}} \sqrt{f\left(\boldsymbol{\gamma}_{0,0}^{(i, 0)}, \boldsymbol{c}_{0}\right) \cdot s\left(\boldsymbol{\gamma}_{0,0}^{(i, 0)}\right) \cdot f\left(\boldsymbol{\gamma}_{0,0}^{(i, 1)}, \boldsymbol{c}_{0}\right) \cdot s\left(\boldsymbol{\gamma}_{0,0}^{(i, 1)}\right)} \tag{20}
\end{equation*}
$$

Considering that $\sum_{y \in Y} W\left(y_{i} \mid x_{i}\right)=1$ and (8), we express $\boldsymbol{h}=\boldsymbol{\gamma}_{0,0}^{(i, 0)} \oplus \boldsymbol{\gamma}_{0,0}^{(i, 1)} \wedge \boldsymbol{c}_{0}$. It can be derived that $\sum_{y_{0}^{l-1}} \sqrt{f\left(\boldsymbol{\gamma}_{0,0}^{(i, 0)}, \boldsymbol{c}_{0}\right) \cdot f\left(\boldsymbol{\gamma}_{0,0}^{(i, 1)}, \boldsymbol{c}_{0}\right)}=Z^{\sum \boldsymbol{h}}(W)$. Thus, the expression of $Z_{l}^{(i)}$ in (20) can be further transformed into:

$$
\begin{equation*}
Z_{l}^{(i)}=\frac{1}{2^{n}} \cdot Z^{\sum \boldsymbol{h}}(W) \cdot \sum_{y_{0}^{l-1}} \sqrt{s\left(\boldsymbol{\gamma}_{0,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{0,0}^{(i, 1)}\right)} . \tag{21}
\end{equation*}
$$

The common factor binary tree of $\boldsymbol{x}^{\left(i, u_{i}\right)}$ shown in Fig. 1 has the following properties.
Property 2 If $s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right)=s\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)$, then $Z_{l}^{(i)}$ in (21) has a common factor defined by

$$
\begin{equation*}
C M 1=\sum_{y_{0}^{l-1}} \sqrt{\left[f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{c}_{1}\right)+f\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \boldsymbol{c}_{1}\right)\right] \cdot\left[f\left(\boldsymbol{\gamma}_{1,0}^{(i, 1)}, \boldsymbol{c}_{1}\right)+f\left(\boldsymbol{\gamma}_{1,1}^{(i, 1)}, \boldsymbol{c}_{1}\right)\right]} \tag{22}
\end{equation*}
$$

that matches (14).
Property 3 If $s\left(\boldsymbol{\gamma}_{2,0}^{(i, 0)}\right)=s\left(\boldsymbol{\gamma}_{2,1}^{(i, 0)}\right)$ and $\boldsymbol{\gamma}_{2,0}^{(i, 0)}+\boldsymbol{\gamma}_{2,1}^{(i, 0)}=\boldsymbol{\gamma}_{2,2}^{(i, 0)}+\boldsymbol{\gamma}_{2,3}^{(i, 0)}$, then $Z_{l}^{(i)}$ in (21) has a common factor defined by

$$
\begin{equation*}
C M 2=\sum_{y_{0}^{l-1}} \sqrt{\left[f\left(\boldsymbol{\gamma}_{2,0}^{(i, 0)}, \boldsymbol{c}_{2}\right)+f\left(\boldsymbol{\gamma}_{2,1}^{(i, 0)}, \boldsymbol{c}_{2}\right)\right] \cdot\left[f\left(\boldsymbol{\gamma}_{2,0}^{(i, 1)}, \boldsymbol{c}_{2}\right)+f\left(\boldsymbol{\gamma}_{2,1}^{(i, 1)}, \boldsymbol{c}_{2}\right)\right]} \tag{23}
\end{equation*}
$$

that matches (14).
Since $s\left(\boldsymbol{\gamma}_{2,0}^{(i, 0)}\right)$ and $s\left(\boldsymbol{\gamma}_{2,1}^{(i, 0)}\right)$ are mutually different vectors with the VCI of $\boldsymbol{c}_{2}$, both CM1 and CM2 cannot coexist, which can be extracted from $Z_{l}^{(i)}$ shown in (21) to calculate its upper bound separately. By doing so, $\boldsymbol{\gamma}^{\left(i, u_{i}\right)}$ should be reconstructed for the remaining items of $Z_{l}^{(i)}$ shown in (21), which will be explained in detail later.

Theorem 1 For the reconstructed $\boldsymbol{\gamma}^{\left(i, u_{i}\right)}$, if $\exists j \in\{0,1\}$ makes $s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right)=s\left(\boldsymbol{\gamma}_{1, j}^{(i, 1)}\right)$ hold, then $\sum_{y_{0}^{l-1}} \sqrt{s\left(\boldsymbol{\gamma}_{0,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{0,0}^{(i, 1)}\right)} \leq Z_{0}$, where $Z_{0}$ can be iteratively calculated by

$$
Z_{k}=\left\{\begin{array}{l}
2 \cdot Z^{\sum \lambda^{*}}(W) \cdot\left(1-Z^{\sum \lambda^{\prime}}(W)\right) \cdot Z_{1}+2^{n} \cdot Z^{\sum \lambda^{\prime}}(W), k=0  \tag{24}\\
2 \cdot\left(1-Z^{\sum \lambda_{k,:}}(W)\right) \cdot Z_{k+1}+2^{n-k+1} \cdot Z^{\sum \lambda_{k,:}}(W), k \in(0, n-1), \\
2 \cdot Z^{\sum \hat{\lambda}}(W)+2 \cdot Z^{\sum \lambda_{k+1}-\sum \hat{\lambda}}(W)-2 \cdot Z^{\sum \lambda_{k+1}}(W), k=n-1
\end{array}\right.
$$

and $\hat{\lambda}=\boldsymbol{\gamma}_{n, 0}^{(i, 0)} \oplus \boldsymbol{\gamma}_{n, 2}^{(i, 0)}, \lambda^{*}=\boldsymbol{\gamma}_{1,0}^{(i, 0)} \oplus \boldsymbol{\gamma}_{1,1-j}^{(i, 1)} \wedge \lambda_{1,:}$, and $\lambda^{\prime}=\lambda_{1,:} \oplus \lambda^{*}$.

### 3.2 The calculation of the upper bound

According to Property 2, Property 3 and Theorem 1, we construct the following process to calculate the upper bound of $Z_{l}^{(i)}$ for a general polar code kernel $G_{l}$.

### 3.2.1 The common column binary tree construction

The $k$-order common column binary tree $\boldsymbol{\gamma}^{\left(i, u_{i}\right)}$ of $\boldsymbol{x}^{\left(i, u_{i}\right)}$ can be constructed according to (16), (17) and (18) gradually. As shown in Fig. 1, the item $\boldsymbol{\gamma}_{n, j}^{\left(i, u_{i}\right)}$ in the last stage corresponds to $\boldsymbol{x}_{r(j),:}^{\left(i, u_{i}\right)}$; thus, $\boldsymbol{\gamma}^{\left(i, u_{i}\right)}$ can be constructed rapidly from right to left gradually.

### 3.2.2 The common factor extraction

According to Property 2 and Property 3, we construct Algorithm 1 to extract the common factor of $Z_{l}^{(i)}$, namely the CM1 or the CM2. The input parameters include the common column binary tree $\boldsymbol{\gamma}^{\left(i, u_{i}\right)}$ and its CCI matrix $\lambda$. The output is a vector of $\left(\boldsymbol{c}^{*}, \boldsymbol{r}_{0}, \boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)$, where $\boldsymbol{r}_{i}$ corresponds to $\boldsymbol{x}_{i, \text { : }}$ in (15), and $\boldsymbol{c}^{*}$ denote the VCI of $\boldsymbol{r}_{i}$. If neither CM1 nor CM2 exists, the return value of $\boldsymbol{c}^{*}$ is $0_{0}^{l-1}$. In Step $5, \boldsymbol{\gamma}^{\left(i, u_{i}\right)}$ is reconstructed due to the common factor extraction.

```
Algorithm 1 extractCommonFactors \(\left(\gamma^{\left(i, u_{i}\right)}, \boldsymbol{\lambda}\right)\)
    Input: \(\boldsymbol{\gamma}^{\left(i, u_{i}\right)}, \boldsymbol{\lambda}\)
    Output: \(\left(c^{*}, \boldsymbol{r}_{0}, \boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)\)
    Initialization: \(k=-1, \boldsymbol{c}^{*}=0_{0}^{l-1}\).
    Step 1: If \(n<3\), terminate.
    Step 2: If \(s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right)=s\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)\), set \(k=1\), then go to Step 4.
    Step 3: If \(s\left(\boldsymbol{\gamma}_{2,0}^{(i, 0)}\right)=s\left(\boldsymbol{\gamma}_{2,1}^{(i, 0)}\right)\) and \(\boldsymbol{\gamma}_{2,0}^{(i, 0)}+\boldsymbol{\gamma}_{2,1}^{(i, 0)}=\boldsymbol{\gamma}_{2,2}^{(i, 0)}+\boldsymbol{\gamma}_{2,3}^{(i, 0)}\), set \(k=2\). Otherwise,
    terminate.
    Step 4: Set \(\left(\boldsymbol{c}^{*}, \boldsymbol{r}_{0}, \boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)=\left(\boldsymbol{c}_{k}, \boldsymbol{\gamma}_{k, 0}^{(i, 0)}, \boldsymbol{\gamma}_{k, 1}^{(i, 0)}, \boldsymbol{\gamma}_{k, 0}^{(i, 1)}, \boldsymbol{\gamma}_{k, 1}^{(i, 1)}\right)\).
    Step 5: For \(0 \leq j<2^{k}-1\), reconstruct \(\boldsymbol{\gamma}^{\left(i, u_{i}\right)}\) by \(\boldsymbol{\gamma}_{k, 2 j}^{\left(i, u_{i}\right)}=\boldsymbol{\gamma}_{k+1,4 j}^{\left(i, u_{i}\right)}, \boldsymbol{\gamma}_{k, 2 j+1}^{\left(i, u_{i}\right)}=\boldsymbol{\gamma}_{k+1,4 j+1}^{\left(i, u_{i}\right)}\),
    \(n=n-1\), and delete \(\boldsymbol{c}_{k}\) and \(\boldsymbol{\lambda}_{k}\).
```


### 3.2.3 The calculation feasibility testing

According to the conditions of Theorem 1, for the reconstructed $\boldsymbol{\gamma}^{(i, e)}$ after conducting the common factor extraction mentioned above, if $\exists j$ leads to $s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right)=s\left(\boldsymbol{\gamma}_{1, j}^{(i, 1)}\right)$, it is feasible to employ the proposed method to calculate the upper Bhattacharyya parameter bound. Otherwise, the upper bound cannot be calculated with the proposed method.

### 3.2.4 The upper bound calculation based on pattern matching

The upper Bhattacharyya parameter bound composes of two parts: (1) the bounds of the $C M 1$ and the CM2 and (2) the bounds of the remaining part of the reconstructed $\boldsymbol{\gamma}^{\left(i, u_{i}\right)}$. The upper bounds of these two parts can be calculated by matching (14) and Theorem 1, respectively.

Thus, the upper bound of $Z_{l}^{(i)}$ can be calculated as

$$
\begin{equation*}
Z_{l}^{(i)-}=2^{-n} \cdot Z^{\sum \boldsymbol{h}}(W) \cdot Z^{\prime} \cdot Z_{0} \tag{25}
\end{equation*}
$$

where $Z^{\prime}$ denotes the upper bound part contributed by both CM1 and CM2, which can be calculated according to (14) where $Z^{\prime}=2 \cdot Z^{\sum \lambda^{*}}(W)+2 \cdot Z^{\sum c^{*}-\sum \lambda^{*}}(W)-2 \cdot Z^{\sum c^{*}}(W)$ if CM1 or CM2 exists, otherwise $Z^{\prime}$ is set to 1 .

## 4 Illustrative examples

In this section, we utilize the following $5 \times 5$ polar code kernel as an illustrative example to demonstrate the computation of the upper bound of $Z_{5}^{(2)}$ :

$$
G_{5}=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0  \tag{26}\\
1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 1
\end{array}\right]
$$

Prior to conduct the upper bound computations, data initialization is performed for some parameters such as $n=l-i-1=2, N=2^{n}=4, \boldsymbol{x}^{(2,0)}=[00000,11101,10010,01111]$,
and $\boldsymbol{x}^{(2,1)}=[10100,01001,00110,11011]$. The upper bound computation is performed by following four main steps provided below:

1. The common column binary tree construction We construct the common column binary tree of $\boldsymbol{x}^{\left(2, u_{2}\right)}$ shown in Fig. 2 according to (16), (17) and (18). The value of $\boldsymbol{h}$ in (21) is calculated as [00000].
2. The common factor extraction As calculated by Algorithm 1, $\boldsymbol{x}^{\left(2, u_{i}\right)}$ has no common factor, i.e., $\boldsymbol{c}^{*}=[00000]$.
3. The calculation feasibility testing Since $s\left(\boldsymbol{\gamma}_{1,0}^{(2,0)}\right)=s\left(\boldsymbol{\gamma}_{1,1}^{(2,1)}\right)$, it is feasible to calculate the upper bound with $j=1$.
4. The upper bound calculation by pattern matching Since $\boldsymbol{x}^{\left(2, u_{i}\right)}$ has no common factor, $Z^{\prime}$ in (25) is assigned to one.

By calculating $\lambda^{*}=\boldsymbol{\gamma}_{1,0}^{(i, 0)} \oplus \boldsymbol{\gamma}_{1,1-j}^{(i, 1)} \wedge \lambda_{1,:}=[00100]$ and $\boldsymbol{\lambda}^{\prime}=\lambda_{1,:} \oplus \lambda^{*}=[01001]$, where $j=1$.
According to (24), we compute $Z_{1}=2 \cdot Z(W)+2 \cdot Z^{2}(W)-2 \cdot Z^{3}(W)$ and $Z_{0}=4 \cdot Z^{5}(W)-8 \cdot Z^{4}(W)-4 \cdot Z^{3}(W)+12 \cdot Z^{2}(W)$.
According to (25), the upper bound of $Z_{5}^{(2)}$ is computed by

$$
\begin{equation*}
Z_{5}^{(2)-}=2^{-2} \cdot Z^{\sum \boldsymbol{h}}(W) \cdot Z^{\prime} \cdot Z_{0}=Z^{5}(W)-2 \cdot Z^{4}(W)-Z^{3}(W)+3 \cdot Z^{2}(W) \tag{27}
\end{equation*}
$$

Similarly, the upper Bhattacharyya parameter bounds of G5's other channels listed in "Appendix 6 " are illustrated in Fig. 3. It could be seen from the figure that the reliability of all channels except for channel 0 is significantly improved compared to the transmission channel $W$ when $Z(W)<0.23$.
In the "Appendix," we provide the Bhattacharyya parameter bounds of the polar code kernels with a dimension varying from 2 to 6 listed in [22]. According to [1], when $W$ is a BEC channel, all the polar code kernels' Bhattacharyya parameters take their upper limits and satisfy the equality defined by

$$
\begin{equation*}
\sum_{i=0}^{l-1} Z_{i}=l \cdot Z(W) \tag{28}
\end{equation*}
$$

Seen that all the upper Bhattacharyya parameter bounds of the polar code kernels with dimension $l(\in[2,6])$ listed in "Appendix 6 " meet (28), the correctness of the results generated by the proposed method is proven.


Fig. 2 The common column binary tree of $\boldsymbol{x}^{(2,0)}$ and $\boldsymbol{x}^{(2,1)}$ : the left part is for $\boldsymbol{x}^{(2,0)}$ and the right part is for $\boldsymbol{x}^{(2,1)}$


Fig. 3 The upper Bhattacharyya parameter bounds of $G_{5}: Z(W)$ denotes the Bhattacharyya parameter of the transmission channel $W$

## 5 Results and discussion

In this section, we first summarize the results of this article and then discuss the computational complexity, the application scope of the proposed method and the polarization effects of some multi-kernel polar codes. Finally, we make some comparisons between the proposed method and the schemes in $[3,20]$ and demonstrate the possible application of the results of this paper in the construction of multi-kernel polar codes.

### 5.1 The results and computational complexity

None experiment has been carried out since the paper is mainly theoretical derivation and analysis.
As a result of theoretical reasoning, we gave a computation process based on the construction of a common column binary tree and pattern matching, and the results of upper bounds are tight.
For the calculation of the upper Bhattacharyya parameter bounds for a polar code kernel $G_{l}$ with dimension, the main part is to construct the sub-matrix common factor binary tree of $\boldsymbol{x}^{\left(i, u_{i}\right)}$, which needs to traverse a total of $2^{l-i-1}+2^{l-i-2}+\cdots+2^{0}$ nodes. Thus, the computational complexity is $O\left(2^{l}\right)$.

### 5.2 The scope of application

The computation of the upper Bhattacharyya parameter bounds, however, needs to meet certain conditions, which are validated by the calculation feasibility in this paper. It is pointed out in [22] that there is more than one form of polar kernels of dimension $l(>2)$ with the same exponent. Utilizing two $6 \times 6$ polar kernels:

$$
G_{6}^{(0)}=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 1
\end{array}\right] \text { in "Appendix } 4 \text { " and } G_{6}^{(1)}=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 & 1
\end{array}\right] \text { in [22], both of }
$$

which have an exponent 0.451328 , as an illustrative example. The upper Bhattacharyya parameter bound of each channel of $G_{6}^{(0)}$ can be calculated by the method proposed in this paper. However, the calculation of channels 1,2 and 3 of $G_{6}^{(1)}$ are not feasible
according to Theorem 1. Provided this, it is feasible to search for the polar code kernels whose upper Bhattacharyya parameter bounds can be computed by the proposed method.

### 5.3 Polarization effect

According to [1], the polarization effect of the original polar codes improves as the code lengths increase. In order to examine such effects of multi-kernel polar codes, $G_{2}$ and $G_{5}$ in "Appendix 6 " are employed as illustrative examples to construct multi-kernel polar codes with length $N=100,500$ and 1000 .

The polarization effect of these multi-kernel polar codes and the original polar codes with code length $N=128,512$ and 1024 is illustrated in Fig. 4 for the case $W$ is a BEC with erasure probability $\epsilon=0.5$. The symmetric capacity values are computed according to [1] based on the upper Bhattacharyya parameter bounds of $G_{2}$ and $G_{5}$ in "Appendix 6".
The result in Fig. 4 shows that the multi-kernel polar codes composed of $G_{2}$ and $G_{5}$ have the similar polarization effect as the original polar codes.

### 5.4 Comparisons and analyses

The upper Bhattacharyya parameter bounds of a kernel are pertinent to its partial distance [3]. By utilizing $G_{5}$ in (26) as an illustrative example, we compare the upper bounds computed by the proposed method and those by [3], where the partial distance of $G_{5}$ is $(1,2,2,2,4)$ in [3]. Table 1 shows the upper Bhattacharyya parameter bounds of $G_{5}$ computed by the two methods.

As shown in Table 1 , for $Z \in[0,1]$, the upper bounds for each channel, except for channel 4 , of $G_{5}$ provided by the method proposed in this paper are tighter than those of [3].


Fig. 4 Polarization effect of some polar codes: $G_{128}=G_{2}^{\otimes 7}, G_{512}=G_{2}^{\otimes 9}, G_{1024}=G_{2}^{\otimes 10}, G_{100}=G_{5}^{\otimes 2} \otimes G_{2}^{\otimes 2}$, $G_{500}=G_{5}^{\otimes 3} \otimes G_{2}^{\otimes 2}$ and $G_{1000}=G_{5}^{\otimes 3} \otimes G_{2}^{\otimes 3}$

When compared to [20], the upper bounds of the kernels with dimension of three and four calculated by the proposed method are the same as that, entitled as Bhattacharyya parameter expression under BECs, in [20]. However, for the kernels with dimension of $l \geq 5$, it is difficult to compute the upper bounds by the method in [20] since it is essentially an exhaustive computational method.

### 5.5 Illustrative application in construction of multi-kernel polar codes

The multi-kernel polar codes allow for more flexibility in terms of the code length than the original polar codes [7] for the enhanced mobile broadband (eMBB) control channel for the 5th generation (5G) of wireless communications. Here we consider the application of upper Bhattacharyya parameter bounds in the construction of multi-kernel polar codes for BECs, which requires selecting the most reliable ones from all polarized channels to transmit information [1].
Taking the instantiated expression

$$
\begin{equation*}
G_{24}=B_{24} \cdot G_{2}^{\otimes 2} \otimes G_{3} \otimes G_{2} \tag{29}
\end{equation*}
$$

of $G_{N}$ in (1) as an example, the Tanner graph shown in Fig. 5 of the multi-kernel polar code with the generator matrix of $G_{24}$ can be constructed as in [7]. As shown in Fig. 5 for $G_{24}$, the Tanner graph of $G_{N}$ can be devided into $n$ stages indexed from right to left.

For a multi-kernel polar code $P$ with a generator matrix shown in (1), the following property and theorems can be established.

Property 1 For $P$ 's one channel indexed by $i$, whose mixed-nary representation under base vector $l_{0}^{n-1}$ is $\left.\left(m_{n-1} m_{n-2} \ldots m_{0}\right)\right|_{l_{0}^{n-1}}$, the digit $m_{k}(0 \leq k \leq n-1)$ corresponds to the subchannel $m_{k}$ of the polar code kernel $G_{l_{k}}$ at stage $l_{k}$.

Since Property 1 is simply derived from the Tanner graph of the polar code as shown in Fig. 5, the proof is omitted.

Theorem 2 For P's two polarized channels indexed by $i$ and $j$, whose mixed-nary representations are $\left[M\left(p, l_{s+1}^{n-1}\right), a, M\left(q, l_{0}^{s-1}\right)\right]$ and $\left[M\left(p, l_{s+1}^{n-1}\right), b, M\left(q, l_{0}^{s-1}\right)\right]$, respectively, if the Bhattacharyya parameters of kernel $G_{l_{s}}$ satisfy $Z_{l_{s}}^{(a)} \leq Z_{l_{s}}^{(b)}$, then $Z_{N}^{(i)} \leq Z_{N}^{(j)}$ holds.

Theorem 3 For P's two polarized channels indexed by $i$ and $j$, and $G_{l_{s}}$ and $G_{l_{t}}$ $(0 \leq s<t \leq n-1)$ are both equal to $G_{2}$ listed in "Appendix 6 ", if the mixed-nary representations for $i$ and $j$ can be expressed as $\left[M\left(p, l_{t+1}^{n-1}\right), 1, M\left(q, l_{s+1}^{t-1}\right), 0, M\left(r, l_{0}^{s-1}\right)\right]$ and $\left[M\left(p, l_{t+1}^{n-1}\right), 0, M\left(q, l_{s+1}^{t-1}\right), 1, M\left(r, l_{0}^{s-1}\right)\right]$, respectively, then $Z_{N}^{(i)} \leq Z_{N}^{(j)}$ holds.

It can be deduced that if two polarized channels satisfy Theorem 2 or 3, then one of them is always more reliable than the other one, which is independent with the transmission channel $W$ and can be empolyed to simplify the construction of multi-kernel polar codes as in [15] and [16].
Employing $G_{2}$ and $G_{3}$ in "Appendix 6 " for $G_{24}$ in (29) as an example, it can be easily inferred from the upper Bhattacharyya parameter bound expressions listed in "Appendix 6" that $Z_{2}^{(0)-} \geq Z_{2}^{(1)}$ and $Z_{3}^{(0)-} \geq Z_{3}^{(1)-} \geq Z_{3}^{(2)}$. Since the transmission channel $W$ is


Fig. 5 Tanner graph of the multi-kernel polar with transformation matrix $G_{24}$ : $G_{24}=B_{24} \cdot G_{2}^{\otimes 2} \otimes G_{3} \otimes G_{2}$, and the mixed-nary representations of the channel indexes are listed on the left
a BEC, then $W_{2}^{(0)} \leq W_{2}^{(1)}$ and $W_{3}^{(0)} \leq W_{3}^{(1)} \leq W_{3}^{(2)}$ hold in terms of reliability according to [1]. For the channels 17,22 and 23 of $G_{24}$, their mixed-nary representations under the base vector $[2,2,3,2]$ are $\left.(1021)\right|_{[2,2,3,2]},\left.(1120)\right|_{[2,2,3,2]}$ and (1121) $\left.\right|_{[2,2,3,2]}$, respectively. Therefore, channel 23 is superior to channel 22 in reliability according to Theorem 2, and channel 22 is superior to channel 17 according to Theorem 3. Similarly applying Theorems 2 and 3 to the remaining polarized channels, a partial order graph as shown in Fig. 6 of $G_{24}$ could be constructed, where $A \rightarrow B$ denotes that channel $A$ is superior to $B$ in terms of reliability. The reliability comparison relationship of polarized channels in the same level in Fig. 6 remains uncertain, which can be further determined by other methods such as the distance principle in [7].
These partial order results make it no longer heavy-computationally to compare the reliability of all polarized channels under the transmission channel $W$, which can do simplify the construction of multi-kernel polar codes.
It should be noted that the example only applies to BECs. For B-DMCs, the lower Bhattacharyya parameter bounds of the used polar code kernels should be investigated at the same time.


Fig. 6 Channel order graph of a multi-kernel polar code : $G_{24}=B_{24} \cdot G_{2}^{\otimes 2} \otimes G_{3} \otimes G_{2}$

Table 1 Comparison of the upper Bhattacharyya parameter bounds of $G_{5}$, where $Z$ is the abbreviation of $Z(M)$

| Index | Results of [3] | Results of the proposed method |
| :--- | :--- | :--- |
| 0 | $16 z$ | $5 z-10 z^{2}+10 z^{3}-5 z^{4}+z^{5}$ |
| 1 | $8 z^{2}$ | $6 z^{2}-9 z^{3}+5 z^{4}-z^{5}$ |
| 2 | $4 z^{2}$ | $3 z^{2}-z^{3}-2 z^{4}+z^{5}$ |
| 3 | $2 z^{2}$ | $z^{2}+Z^{4}-z^{5}$ |
| 4 | $Z^{4}$ | $z^{4}$ |

## 6 Conclusions

In this paper, we proposed a novel method to compute the tight upper Bhattacharyya parameter bounds of polar code kernels of any dimension, providing a theoretical basis for the reliability comparison of the polarized channels in the construction of the polar codes. The computation of the upper Bhattacharyya parameter bounds can be applied to some standard polarization kernels utilizing the construction of the sub-matrix common column tree of the channel inputs. Future studies should focus on searching for the standard polar code kernels that are suitable for the upper bound computation method of this paper or devising an improved method that is suitable for any standard polar code kernels.

## Appendix

## 1. Proof of Property 1

$\forall k \in[1, n)$ and $\forall s, t \in\left[0,2^{k}\right)$, then

$$
\begin{equation*}
\boldsymbol{v}_{s:: 2^{k},:}^{(i, e)}=\left\{\boldsymbol{v}_{m \cdot 2^{k}+s,:}^{(i, e)}: 0 \leq m<2^{n-k}\right\}, \tag{30}
\end{equation*}
$$

where $\boldsymbol{v}_{m \cdot 2^{k}+s,:}^{\left(i, u_{i}\right)}=\left(0_{0}^{i-1}, u_{i}, b(m, n-k), b(s, k)\right)$.

Assume that $\lambda_{k}^{(s)}=g\left(\boldsymbol{x}_{s:: 2^{k},:}^{\left(i, u_{i}\right)}, 1_{0}^{l-1}\right)$ and $\lambda_{k}^{(t)}=g\left(\boldsymbol{x}_{t:: 2^{k},:}^{\left(i, u_{i}\right)}, 1_{0}^{l-1}\right)$. According to (3), the elements of the last $k$ columns of $\boldsymbol{x}_{s:: 2}^{(i, e)}$, are only related to $s$ and $k$, i.e., $\lambda_{k, l-k: l-1}^{(s)}=1_{0}^{k-1}$. Similarly, $\lambda_{k, l-k: l-1}^{(t)}=1_{0}^{k-1}$. Therefore, $g\left(\boldsymbol{x}_{s: 2^{k},:}^{\left(i, u_{i}\right)}, 1_{0}^{l-1}\right) \neq 0_{0}^{l-1}$ holds.

For $j \in[0, l-k)$, let's suppose that $\lambda_{k, j}^{(s)}=1$. Then, for $\forall m \in\left[0,2^{n-k}\right)$,

$$
\begin{equation*}
\boldsymbol{x}_{m \cdot 2^{k}+s, j}^{\left(i, u_{i}\right)}=\left(\left(0_{0}^{i-1}, u_{i}, b(m, n-k), b(s, k)\right) \cdot G_{l}\right)_{j} \equiv w, w \in\{0,1\} \tag{31}
\end{equation*}
$$

Since $\lambda_{k, l-k: l-1}^{(s)}=\lambda_{k, l-k: l-1}^{(t)}=1_{0}^{k-1}$, then,

$$
\begin{equation*}
\boldsymbol{x}_{m \cdot 2^{k}+t, j}^{\left(i, u_{i}\right)}=\left(\left(0_{0}^{i-1}, u_{i}, b(m, n-k), b(t, k)\right) \cdot G_{l}\right)_{j} \equiv w^{\prime}, w^{\prime} \in\{0,1\} \tag{32}
\end{equation*}
$$

holds, i.e., $\lambda_{k, j}^{(t)}=1$. Therefore, $\lambda_{k}^{(s)}=\lambda_{k}^{(t)}$.

## 2. Proof of Lemma 2

Let $\lambda_{0}=x_{0,:} \oplus x_{2,:}$ and $\lambda_{1}=\overline{\lambda_{0}} \wedge \lambda$. Since $x_{0,:} \oplus x_{1,:}=x_{2,:} \oplus x_{3,:}=c$, we can derive that $f\left(\boldsymbol{x}_{i,:}, \boldsymbol{c}\right)=f\left(\boldsymbol{x}_{i,:}, \lambda_{0}\right) \cdot f\left(\boldsymbol{x}_{i, 1}, \lambda_{1}\right), \quad f\left(\boldsymbol{x}_{0,:}, \lambda_{0}\right)=f\left(x_{3,:}, \lambda_{0}\right), \quad f\left(x_{1,:}, \lambda_{0}\right)=f\left(x_{2,:}, \lambda_{0}\right)$, $f\left(x_{0,:}, \lambda_{1}\right)=f\left(x_{2,:}, \lambda_{1}\right)$, and $f\left(x_{1,:}, \lambda_{1}\right)=f\left(x_{3,:}, \lambda_{1}\right)$.

Let $\psi=\sqrt{\left[f\left(\boldsymbol{x}_{0,:}, \boldsymbol{c}\right)+f\left(\boldsymbol{x}_{1,:}, \boldsymbol{c}\right)\right] \cdot\left[f\left(\boldsymbol{x}_{2,:}, \boldsymbol{c}\right)+f\left(\boldsymbol{x}_{3,:}, \boldsymbol{c}\right)\right]}$, According to Lemma 1, we can derive that

$$
\begin{align*}
& \psi \leq\left[f\left(x_{0,:}, \lambda_{0}\right)+f\left(\boldsymbol{x}_{1,:}, \lambda_{0}\right)\right] \sqrt{f\left(\boldsymbol{x}_{0,:}, \boldsymbol{\lambda}_{1}\right) \cdot f\left(\boldsymbol{x}_{1,:}, \boldsymbol{\lambda}_{1}\right)}+ \\
& \begin{array}{l}
{\left[f\left(x_{0,:}, \lambda_{1}\right)+f\left(x_{1,:}, \lambda_{1}\right)\right] \sqrt{f\left(x_{0,:}, \lambda_{0}\right) \cdot f\left(x_{1,:}, \lambda_{0}\right)}} \\
-\sqrt{f\left(x_{0,:}, \lambda_{0}\right) \cdot f\left(x_{1,:}, \lambda_{0}\right) \cdot f\left(x_{0,}, \lambda_{1}\right) \cdot f\left(x_{1,:}, \lambda_{1}\right)} .
\end{array} \tag{33}
\end{align*}
$$

Since $\sum_{y_{0}^{l-1}}\left[f\left(\boldsymbol{x}_{0,:}, \lambda_{i}\right)+f\left(\boldsymbol{x}_{1,:}, \lambda_{i}\right)\right]=2$ and $\sum_{y_{0}^{l-1}} \sqrt{f\left(\boldsymbol{x}_{0,:}, \lambda_{i}\right) \cdot f\left(\boldsymbol{x}_{1,:}, \lambda_{i}\right)}=Z^{\sum \lambda_{i}}(W)$, the conclusion in Lemma 2 holds.

## 3. Proof of Theorem 1

The proof is divided into three cases according to the value of $k$.
(1) $k=0$.

Let $Z^{*}=\sum_{y_{0}^{l-1}} \sqrt{s\left(\boldsymbol{\gamma}_{0,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{0,0}^{(i, 1)}\right)}$. According to (16) and (18), both $\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)$ and $\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}: \boldsymbol{\gamma}_{1,1}^{(i, 1)}\right)$ are mutually different vector pairs with a VCI of $\boldsymbol{c}_{1}$. It can be derived that $\lambda^{*}$ and $\boldsymbol{\lambda}^{\prime}$ shown in Theorem 1 denote the CCIs $\boldsymbol{\gamma}_{1,0}^{(i, 0)}: \boldsymbol{\gamma}_{1, j}^{(i, 1)}$ and $\boldsymbol{\gamma}_{1,0}^{(i, 0)}: \boldsymbol{\gamma}_{1,1-j}^{(i, 1)}$ with the same VCI of $\boldsymbol{c}_{1}$, respectively. Then, both $f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \lambda^{*}\right)=f\left(\boldsymbol{\gamma}_{1, j}^{(i, 1)}, \lambda^{*}\right)$ and $f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right)=f\left(\boldsymbol{\gamma}_{1,1-j}^{(i, 1)}, \boldsymbol{\lambda}^{\prime}\right)$ hold.

According to (19) and (12), $Z^{*}$ can be transformed into:

$$
\begin{align*}
& \sum_{y_{0}^{l-1}} \sqrt{\left[f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right) \cdot f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\lambda}^{*}\right) \cdot s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right)+f\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right) \cdot f\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \boldsymbol{\lambda}^{*}\right) \cdot s\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)\right]} . \\
& \sqrt{\left[f\left(\boldsymbol{\gamma}_{1,1-j}^{(i, 1)}, \boldsymbol{\lambda}^{\prime}\right) \cdot f\left(\boldsymbol{\gamma}_{1,1-j}^{(i, 1)}, \boldsymbol{\lambda}^{*}\right) \cdot s\left(\boldsymbol{\gamma}_{1,1-j}^{(i, 1)}\right)+f\left(\boldsymbol{\gamma}_{1, j}^{(i, 1)}, \boldsymbol{\lambda}^{\prime}\right) \cdot f\left(\boldsymbol{\gamma}_{1, j}^{(i, 1)}, \boldsymbol{\lambda}^{*}\right) \cdot s\left(\boldsymbol{\gamma}_{1, j}^{(i, 1)}\right)\right]} \tag{34}
\end{align*}
$$

which matches (14). Then, we can calculate the upper bound of $Z^{*}$ defined by

$$
\begin{align*}
Z^{*} & \leq \sum_{y_{0}^{l-1}}\left[f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right)+f\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \lambda^{\prime}\right)\right] \sqrt{f\left(\gamma_{1,0}^{(i, 0)}, \lambda^{*}\right) \cdot f\left(\gamma_{1,0}^{(i, 1)}, \lambda^{*}\right)} \sqrt{s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)} \\
& +\sum_{y_{0}^{l-1}}\left[f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \lambda^{*}\right) \cdot s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right)+f\left(\gamma_{1,1}^{(i, 0)}, \lambda^{\prime} *\right) \cdot s\left(\gamma_{1,1}^{(i, 0)}\right)\right] \sqrt{f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right) \cdot f\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right)} \\
& -\sum_{y_{0}^{l-1}} \sqrt{f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right) \cdot f\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right)} \sqrt{f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \lambda^{*}\right) \cdot f\left(\boldsymbol{\gamma}_{1,0}^{(i, 1)}, \boldsymbol{\lambda}^{*}\right)} \cdot \sqrt{s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)} \tag{35}
\end{align*}
$$

Since $\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)$ and $\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \boldsymbol{\gamma}_{1,1}^{(i, 1)}\right)$ are mutually different vector pairs with a VCI of $\boldsymbol{c}_{1}$, we can attain that $\sum_{y_{0}^{l-1}}\left[f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right)+f\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \boldsymbol{\lambda}^{\prime}\right)\right]=2 \quad$,
 $\sum_{y_{0}^{l-1}} \sqrt{f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \lambda^{*}\right) \cdot f\left(\boldsymbol{\gamma}_{1,0}^{(i, 1)}, \lambda^{*}\right)}=Z^{\sum \lambda^{*}}(W)$. Furthermore, since $\boldsymbol{\gamma}_{1,0}^{(i, 0)}$ has $2^{n-k}$ leaf nodes, we can derive that $\sum_{y_{0}^{l-1}}\left[f\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}, \boldsymbol{\lambda}^{*}\right) \cdot s\left(\boldsymbol{\gamma}_{1,0}^{i, 0}\right)+f\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}, \boldsymbol{\lambda}^{*}\right) \cdot s\left(\boldsymbol{\gamma}_{1,1}^{i, 0}\right)\right]=2^{n}$.
$\begin{array}{ccc}\mathrm{T} & \mathrm{h} & \mathrm{e}\end{array} \stackrel{\mathrm{r}}{Z^{*} \leq 2 \cdot Z^{\sum \lambda^{*}}(W) \cdot\left(1-Z^{\sum \lambda^{\prime}}(W)\right) \cdot \sum_{y_{0}^{l-1}}} \begin{gathered}\mathrm{e} \\ \mathrm{Z}^{\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)}\end{gathered}+2^{n} \cdot Z^{\sum \lambda^{\prime}}(W)$.
Suppose that the upper bound of $\sum_{y_{0}^{l-1}} \sqrt{s\left(\boldsymbol{\gamma}_{1,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{1,1}^{(i, 0)}\right)}$ is $Z_{1}$. Then, we can obtain

$$
\begin{equation*}
Z^{*} \leq 2 \cdot Z^{\sum \lambda^{*}}(W) \cdot\left(1-Z^{\sum \lambda^{\prime}}(W)\right) \cdot Z_{1}+2^{n} \cdot Z^{\sum \lambda^{\prime}}(W)=Z_{0} \tag{36}
\end{equation*}
$$

(2) $0<k<n-1$.

By generalizing the case of $k=0$ to $0<k<n-1$, and let $Z^{*}=$ $\sum_{y_{0}^{l-1}} \sqrt{s\left(\boldsymbol{\gamma}_{k, 0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{k, 1}^{(i, 0)}\right)}$, we could derive that

$$
\begin{align*}
Z^{*} \leq & \sum_{y_{0}^{l-1}}\left(\boldsymbol{\gamma}_{k+1,0}^{(i, 0)}+\boldsymbol{\gamma}_{k+1,1}^{(i, 0)}\right) \sqrt{s\left(\boldsymbol{\gamma}_{k+1,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{k+1,1}^{(i, 0)}\right)}+ \\
& \sum_{y_{0}^{l-1}}\left[s\left(\boldsymbol{\gamma}_{k+1,0}^{(i, 0)}+s\left(\boldsymbol{\gamma}_{k+1,1}^{(i, 0)}\right)\right] \sqrt{\boldsymbol{\gamma}_{k+1,0}^{(i, 0)} \cdot \boldsymbol{\gamma}_{k+1,1}^{(i, 0)}}-\right.  \tag{37}\\
& 2 \cdot \sum_{y_{0}^{l-1}} \sqrt{s\left(\boldsymbol{\gamma}_{k+1,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{k+1,1}^{(i, 0)}\right)} \sqrt{\boldsymbol{\gamma}_{k+1,0}^{(i, 0)} \cdot \gamma_{k+1,1}^{(i, 0)}}
\end{align*}
$$

Since $\left(\boldsymbol{\gamma}_{k+1,0}^{(i, 0)}, \boldsymbol{\gamma}_{k+1,1}^{(i, 0)}\right)$ is a mutually different vector pair with the VCI of $\boldsymbol{c}_{k+1}$ and the CCI of $\quad \lambda_{k+1}$, then $\quad \sum_{y_{0}^{l-1}}\left(\boldsymbol{\gamma}_{k+1,0}^{(i, 0)}+\boldsymbol{\gamma}_{k+1,1}^{(i, 0)}\right)=2 \quad$ and
 $\operatorname{attain} \sum_{y_{0}^{l-1}}\left[s\left(\boldsymbol{\gamma}_{k+1,0}^{(i, 0)}\right)+s\left(\boldsymbol{\gamma}_{k+1,1}^{(i, 0)}\right)\right]=2^{n-k+1}$.

Suppose that the upper bound of $\sum_{y_{0}^{l-1}} \sqrt{s\left(\boldsymbol{\gamma}_{k+1,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{k+1,1}^{(i, 0)}\right)}$ is $Z_{k+1}$, then we obtain

$$
\begin{equation*}
Z^{*} \leq\left(2-2 \cdot Z^{\sum \lambda_{k+1}}(W)\right) \cdot Z_{k+1}+2^{n-k+1} \cdot Z^{\sum \lambda_{k+1}}(W) \tag{38}
\end{equation*}
$$

(3) $k=n-1$.

According to (16) and (18), $\left(\boldsymbol{\gamma}_{n, 0}^{(i, 0)}, \boldsymbol{\gamma}_{n, 1}^{(i, 0)}\right)$ and $\left(\boldsymbol{\gamma}_{n, 2}^{(i, 0)}, \boldsymbol{\gamma}_{n, 3}^{(i, 0)}\right)$ are two mutually different vector pairs under the VCI of $\boldsymbol{c}_{n}$. Thus,

$$
\begin{align*}
& \sum_{y_{0}^{l-1}} \sqrt{s\left(\boldsymbol{\gamma}_{n-1,0}^{(i, 0)}\right) \cdot s\left(\boldsymbol{\gamma}_{n-1,1}^{(i, 0)}\right)} \\
& =\sum_{y_{0}^{l-1}} \sqrt{\left[f\left(\boldsymbol{\gamma}_{n, 0}^{(i, 0)}, \boldsymbol{\lambda}_{n}\right)+f\left(\boldsymbol{\gamma}_{n, 1}^{(i, 0)}, \boldsymbol{\lambda}_{n}\right)\right] \cdot\left[f\left(\boldsymbol{\gamma}_{n, 2}^{(i, 0)}, \boldsymbol{\lambda}_{n}\right)+f\left(\boldsymbol{\gamma}_{n, 3}^{(i, 0)}, \boldsymbol{\lambda}_{n}\right)\right]} \tag{39}
\end{align*}
$$

matches Lemma 2 and the expression of $Z_{k}$ in (24) can be derived for $k=n-1$.
Therefore, the conclusion of Theorem 1 holds.

## 4. Proof of Theorem 2

Since the mixed-nary representations of $i$ and $j$ differ only in the $s$ th digit, it can be directly concluded according to Property 1 that the inputs $u_{i}$ and $u_{j}$ are processed by channels with the same index of the same polar code kernel in each stage before and after stage $s$. Therefore, the influence of the polar kernels on the reliability of channels $i$ and $j$ is the same in all stages except the $s$ th stage.
In stage $s$, since the Bhattacharyya parameters of the polar code kernel satisfy $Z_{l_{s}}^{(a)} \leq Z_{l_{s}}^{(b)}$, there is $Z_{N}^{(i)} \leq Z_{N}^{(j)}$.

## 5. Proof of Theorem 3

Since the mixed-nary representations of $i$ and $j$ differ only in the $s$ th and $t$ digits, it can be deduced according to Property 1 as in Theorem 2 that the influence of the polar kernels on the reliability of channels $i$ and $j$ is the same in all stages except stage $s$ and $t$

Therefore, the reliability comparison of channels $i$ and $j$ can be attributed to the comparison between channels 1 and 2, whose binary representations are ( 01 ) and (10), respectively, of the polar code with a generator matrix of $G_{4}=G_{2} \otimes G_{2}$.

According to [16], $Z_{4}^{(2)} \leq Z_{4}^{(1)}$. Therefore, $Z_{N}^{(i)} \leq Z_{N}^{(j)}$ holds.

## 6. The Bhattacharyya parameter upper bounds of the polar code kernels with dimensions ranging from 2 to 6

For some standard polar code kernels with dimension of $l(\in[2,6])$, the upper Bhattacharyya parameter bounds computed by the proposed method are as follows:

$$
\begin{aligned}
& \text { For } G_{2}=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right], \begin{array}{l}
Z_{2}^{(0)-}=2 Z-Z^{2} \\
Z_{2}^{(1)}=Z^{2}
\end{array} . \\
& \text { For } G_{3}=\left[\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right], \begin{array}{l}
Z_{3}^{(0)-}=3 Z-3 Z^{2}+Z^{3} \\
Z_{3}^{(1)-}=2 Z^{2}-Z^{3} \\
Z_{3}^{(2)}=Z^{2}
\end{array} . \\
& \text { For } G_{4}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1
\end{array}\right] \begin{array}{l}
Z_{4}^{(0)-}=4 Z-6 Z^{2}+4 Z^{3}-Z^{4} \\
Z_{4}^{(1)-}=4 Z^{2}-4 Z^{3}+Z^{4} \\
Z_{4}^{(2)-}=2 Z^{2}-Z^{4}=Z^{2}
\end{array} . \\
& \text { For } G_{5}=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 1
\end{array}\right], \begin{array}{l}
Z_{5}^{(0)-}=5 Z-10 Z^{2}+10 Z^{3}-5 Z^{4}+Z^{5} \\
Z_{5}^{(1)-}=6 Z^{2}-9 Z^{3}+5 Z^{4}-Z^{5} \\
Z_{5}^{(2)-}=3 Z^{2}-Z^{3}-2 Z^{4}+Z^{5} \\
Z_{5}^{(3)-}=Z^{2}+Z^{4}-Z^{5} \\
Z_{5}^{(4)}=Z^{4}
\end{array} .
\end{aligned}
$$

$$
\text { For } G_{6}=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1
\end{array}\right], \begin{aligned}
& Z_{6}^{(0)-}=6 Z-15 Z^{2}+20 Z^{3}-15 Z^{4}+6 Z^{5}-Z^{6} \\
& Z_{6}^{(1)-}=9 Z^{2}-18 Z^{3}+15 Z^{4}-6 Z^{5}+Z^{6} \\
& Z_{6}^{(2)-}=4 Z^{2}-2 Z^{3}-4 Z^{4}+4 Z^{5}-Z^{6} \\
& Z_{6}^{(3)-}=4 Z^{4}-4 Z^{5}+Z^{6} \\
& Z_{6}^{(4)-}=2 Z^{2}-Z^{4} \\
& Z_{6}^{(5)}=Z^{4}
\end{aligned} \quad \text {, where } Z \text { is }
$$

the abbreviation of the Bhattacharyya parameter $Z(W)$ of transmission channel $W$.

## Abbreviations

AWGN: Additive White Gaussian Noise; BEC: Binary Erasure Channel; B-DMC: Binary Input Discrete Memoryless Channel; CCI: Common Column Indicator; CCV: Common Column Vector; eMBB: Enhanced Mobile Broadband; PW: Polarization Weight; SC: Successive Cancellation; SNR: Signal-to-Noise Ratio; VCI: Valid Column Indicator.
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