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1  Introduction
Mobile operators will soon be able to unlock many new business opportunities with 5th 
generation (5G) and what comes after it, namely 6th generation (6G). Although 5G sys-
tems have not yet been rolled-out in several countries, there are already several works 
addressing 6G mobile systems [1–9], mainly focusing on emerging and transitional 
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The sixth generation (6G) mobile systems will create new markets, services, and indus‑
tries making possible a plethora of new opportunities and solutions. Commercially suc‑
cessful rollouts will involve scaling enabling technologies, such as cloud radio access 
networks, virtualization, and artificial intelligence. This paper addresses the principal 
technologies in the transition towards next generation mobile networks. The conver‑
gence of 6G key-performance indicators along with evaluation methodologies and 
use cases are also addressed. Free-space optics, Terahertz systems, photonic integrated 
circuits, softwarization, massive multiple-input multiple-output signaling, and multi-
core fibers, are among the technologies identified and discussed. Finally, some of these 
technologies are showcased in an experimental demonstration of a mobile fronthaul 
system based on millimeter 5G NR OFDM signaling compliant with 3GPP Rel. 15. The 
signals are generated by a bespoke 5G baseband unit and transmitted through both a 
10 km prototype multi-core fiber and 4 m wireless V-band link using a pair of direc‑
tional 60 GHz antennas with 10° beamwidth. Results shown that the 5G and beyond 
fronthaul system can successfully transmit signals with both wide bandwidth (up to 
800 MHz) and fully centralized signal processing. As a result, this system can support 
large capacity and accommodate several simultaneous users as a key candidate for 
next generation mobile networks. Thus, these technologies will be needed for fully 
integrated, heterogeneous solutions to benefit from hardware commoditization and 
softwarization. They will ensure the ultimate user experience, while also anticipating 
the quality-of-service demands that future applications and services will put on 6G 
networks.
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technologies. But commercial success of these next generation systems is closely linked 
to a tight control of costs and flexibility in the evolution of network topology [10]. 6G 
networks are projected to allow most appliances, devices, and lamp posts to create their 
own wireless cell in order to connect other devices. This smaller cell will overlap seam-
lessly with classical cloud services. Softwarization is the abstraction of underlying hard-
ware and physical components for innovative solutions based mainly on software and 
related functionalities. Softwarization and more dynamic allocation of resources on 
demand, are needed for new services or to expand existing capacity. Finally, artificial 
intelligence (AI) will also play a key role in next generation systems as part of solutions 
based on softwarization.

Next generation mobile networks will be heterogeneous, flexible, and support require-
ments for on-the-fly applications. This unique adaptive instantaneous service-deliv-
ery-on-demand needs to achieve ultra-low levels of latency as well as higher capacity. 
Today’s consumer communications applications including high quality video streaming, 
web browsing, and voice over IP will become standard features in all future networks. 
Next generation mobile networks must support another order of magnitude of service 
provision. It should cope with unforeseen behavior of highly demanding applications 
that will eventually become key to the successful implementation and roll-out of 5G 
systems. Applications and services including autonomous last-mile delivery of general 
goods [11], fully interactive media entertainment and domestic robotic services need to 
be considered now.

A highly competitive race to roll-out the 5G mobile infrastructure is already underway. 
Many large businesses, stakeholders, and companies are rushing to establish their own 
proprietary solutions to establish a unique position in the highly competitive market. 
The expected roll-out timetable for 5G systems is already being implemented. The infra-
structure is expected to be operational in the course of 2020. In Europe, the telecom 
market expects several 5G roll-outs in time for the EURO 2020 football championships, 
along with potential 5G support events in both stadiums and fan zones [12]. In turn, in 
order to address interoperability and seamless connection among different solutions and 
technologies, centralized or cloud radio access network (C-RAN) fronthaul architectures 
should be considered [13, 14]. Such a concept of fronthaul architecture, C-RAN, might 
overcome the differences among solutions, and further support dynamical network 
resource utilization and slicing. These are needed to increase the chances of successfully 
meeting 5G key-performance indicators (KPIs). The 5G C-RAN fronthaul can operate 
in the millimeter wave (mmWave) range [15] with multiple bands within the frequency 
range from 20 to 300 GHz as part of a hybrid optical wireless solution. Some technolo-
gies operate within the V-band region (~ 60 GHz) whereas others operate within K/Ka-
band (~ 24.25 to 27.50 GHz), i.e., the 5G NR n258 band. Figure 1 illustrates examples of 
networking scenarios based on different signal coverage areas within mmWave bands. 
It is worth pointing out that each spectrum frequency band has its own benefits and 
problems, hence a comparison between both is not fair. For example, both bands can be 
used for many different applications such as hot-spot areas, smart cities, metropolitan 
and wide areas. On one hand, K/Ka-band has a larger reach than V-band, but less spec-
trum availability. On the other hand, V-band has a larger spectrum availability than K/
Ka-band, but higher propagation losses.
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Both ranges are lightly licensed or unlicensed bands and support considerably larger 
capacity than any 4G long-term evolution (4G LTE) standard, which renders these bands 
robust enough to support millions of connected devices. Therefore, both frequency 
regions are potential candidates for mobile fronthaul deployment in micro or small cell 
sites. Small cell densification and beamforming are the most promising solutions to mit-
igate the high path losses. Beamforming techniques concentrate the transmission and 
reception of the signal energy into smaller regions of space allowing space multiplexing 
in the wireless domain, which brings improvements in throughput, coverage, frequency 
re-use, and energy efficiency.

Amongst several different technologies to be potentially implemented in C-RAN 
fronthaul, optical space-division multiplexing (SDM), multi-core fiber (MCF), multiple-
input multiple-output (MIMO) signaling [16, 17], and analog radio-over-fiber (A-RoF) 
[18, 19] stand out as key enablers. The combination of these technologies adds unique 
benefits, capabilities and features to a mobile network. For example, SDM can support 
increased data rates and several channels. SDM can support parallel independent con-
nections between the CO and the remote units (RUs) in 5G networks, which enables 
direct implementation of both reconfigurable multiple-input multiple-output (MIMO) 
transmissions and remote beamforming techniques [20]. Moreover, SDM allows both 
digital radio-over-fiber (D-RoF) [21] and A-RoF signal transmissions to coexist in the 
same network. Finally, an SDM-based C-RAN can support interoperability with passive 
optical networks (PONs) and consequently offer a unique solution for a self-contained 
fiber infrastructure that can be reconfigured by software-defined networking (SDN), and 
network function virtualization (NFV), providing adaptive beamforming techniques, 
and massive MIMO.

This paper addresses the main technologies in transition that are part of 5G networks 
and beyond for leveraging a unique holistic mobile infrastructure. They are needed for 
full flexibility, interoperability, and reconfigurability. Moreover, the key-performance 
indicators (KPIs) of these technologies and systems are introduced and discussed. The 
technologies are perceived as enablers to deliver a unique end-to-end backhaul and 
fronthaul solution for 5G networks and beyond. The evolution of fronthaul mobile archi-
tectures including the concept of C-RAN is discussed.
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Fig. 1  Potential mmWave coverage scenarios of 5G mobile networks and beyond
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An experimental demonstration of a 5G and beyond mobile fronthaul system compli-
ant with the 5G NR OFDM signal protocols is showcased. Results show that the sys-
tem can successfully transmit 5G NR OFDM signals with both wide bandwidth (up to 
800 MHz) and fully centralized signal processing, which renders the system capable of 
supporting increased capacity and consequently accommodating several simultaneous 
users. Finally, an experimental demonstration of a 5G and beyond mobile fronthaul sys-
tem compliant with the 5G NR OFDM signal protocols is showcased. The system uses 
a set of main technologies such as 5G baseband unit, SDM, bespoke 10 km long multi-
core fiber with 7 cores, a pair of directional 60 GHz antennas with 10° beamwidth and 
SDN features. These essential enabling technologies will drive secure networks beyond 
5G mobile systems to support millions of devices, unique quality-of-service guarantee 
in terms of latency, and full automation, orchestration, and management of any vertical 
service, use case, and applications. This paper is organized as follows. Section 2 lays out 
the 5G and beyond KPIs and their description. Section 3 presents the main fronthaul 
mobile technologies. Section 4 addresses the main backhaul mobile technologies. Dis-
cussions and experimental results are presented in Sect.  5. Finally, some concluding 
remarks are drawn in Sect. 6.

2 � 6G key performance indicators
6G networks will provide and satisfy an extra order of magnitude in performance indi-
cators as compared to 5G KPIs. Due to emerging technologies, unforeseen applications 
and use-cases, there will be a need to define a new framework and level of performance 
indicators along with methodologies to assess the performance of 6G networks in a 
standard and impartial way. Moreover, the use cases and services supported by 5G sys-
tems and beyond are ahead of traditional base station (BS) deployments but are in fact 
correlated with heterogeneous networking solutions that concerns a set of distinct and 
interoperable technologies. 6G networks requirements, following the roadmap of mobile 
technologies, will eventually provide an extra order of magnitude of KPIs. In this way, 
6G KPIs will mainly support a 200  Gb/s peak rate, density of 10  M connections/km2, 
500 EB/month traffic, 300 GHz frequency spectrum, and latency levels down to 100 us 
[18]. In addition, the 6G KPIs further will aim at user data rates reaching 1 Gb/s for a 
few devices and 100 Mb/s for tens of thousands of users highly concentrated in hot-spot 
areas like for example football stadiums.

In addition to unforeseen applications that will emerge once the next generation 
mobile infrastructure is completely rolled-out, 6G KPIs will support applications such 
as autonomous driving systems, intelligent cooperative robotics, and autonomous last-
mile delivery of goods. In most technology development processes or roadmaps, it is 
common to require a need at certain point that the performance of key metrics is quan-
tified, before later steps such as prototypes and tests. To provide an accurate and unbi-
ased assessment, the right evaluation procedures, indicators and models should be taken 
into consideration. Accordingly, the evaluation and target values of 6G KPIs [5] can be 
derived via analytical calculations, numerical simulations, or even early experiments. 
Indicatively, broadband access in 5G KPIs is expected to reach 10,000 × the capacity of 
current 4G LTE technology, 90% reduction in power consumption, 100 × better battery 
lifetime, ubiquitous coverage, and 10 to 100 times higher peak user data rates. Finally, 
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critical levels of latency will provide a new user experience and enable unforeseen time 
critical applications.

6G KPIs further aim at the decrease of power consumption, which can be partially 
supported via PON technology for fronthaul and FSO technology for mobile backhaul. 
In addition, the adoption of A-RoF avoids the need for high-speed analog to digital 
conversion and additional modulation/demodulation stages at the remote site, which 
are highly demanding in terms of energy consumption. The use of SDM technology in 
the network is one of the most viable technologies to potentially fulfil the requirement 
to increase the system capacity and accomplish the target KPIs. SDM can be deployed 
into a network without the use of active components, hence no power is required for 
its operation. On top of that, the future fronthaul infrastructure will use SDN control-
lers that grant an overall view of the whole network, specifically useful for system man-
agement. This eventually allows for simplified and low power consumption routers and 
switches. Therefore, it is expected that a significant energy consumption reduction can 
be achieved with the novel fronthaul infrastructure.

As a matter of fact, the possible future requirements need to be defined and investi-
gated to locate what solutions and technologies will be implemented with success. In 
this way, the convergence of different KPIs is of paramount importance to reflect critical 
success factors of a new 6G-based solution or technology. A great deal of effort has been 
dedicated worldwide for achieving a common sense towards convergence on 6G KPIs so 
as fundamental metrics could be identified and potentially standardized. There are dif-
ferent categories of 5G and 6G KPIs such as business, societal, and performance KPIs. 
They address different aspects related to a general mobile network ecosystem, from user 
privacy (societal KPI), global market infrastructure (business KPI), and ultra-low latency 
(performance KPI) [22].

Furthermore, distinct methodologies can be used to evaluate and consequently 
quantify them. For example, KPIs can be evaluated via an inspection method where 
the metrics are design-dependent and can be assessed by looking into general system 
design information, via analytical calculations based on the technical specifications of 
the system with static parameters, via numerical simulations which tackles the system 
modelling and evaluation by means of algorithms based on parameters that can change 
constantly according to the network operational conditions, and finally, KPIs can be 
evaluated by real network measurements in a laboratory or in the field. However, due to 
the complexity of networks beyond 5G and the integration of heterogeneous technolo-
gies and solutions, it might become reliable and accurate to aim at 6G KPIs by means of 
experimental investigations and measurements. Despite all worldwide efforts dedicated 
on the elaboration and evaluation method of 6G KPIs, it is worth pointing out that the 
definition of KPIs and methodologies of evaluation is an ongoing work and effort.

KPIs, from a practical perspective, are supposed to be measured and validated during 
both laboratory and field trial tests. In this fashion, to perceive a common plan towards 
convergence of 5G and beyond KPIs such as latency, peak data rate, and energy effi-
ciency, has become crucial for next generation mobile systems. Even if KPIs might be 
different from source to source, mainly due to specific technologies, they still need to 
converge. Moreover, KPIs should consider different usage scenarios or use cases with 
regards to distinct markets (automotive, eHealth, media and entertainment), each of 
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them with a distinct performance requirement to support different needs. Normally, 
these use cases are addressed in a way that they fit one of the following categories: 
enhanced mobile broadband (eMBB) use case, ultra-reliable low latency communica-
tions (URLLC) with a highly heterogeneous pool of resources to support different appli-
cation requirements and services, and massive machine-type communications (mMTC) 
use case.

3 � 6G fronthaul technologies
In general, a C-RAN fronthaul architecture regards the relocation of the baseband units 
(BBUs) from the remote RU (also known as remote radio head) premises to the CO site 
creating a centralized pool of BBUs as illustrated in Fig. 2. Such a paradigm can grant the 
mobile network several advantages such as higher flexibility and manageability, reduced 
power consumption, along with the addition of virtualization and softwarization fea-
tures. Traditionally, radio heads (now referred to as RU) and BBUs were physically 
located at the same cell tower with a coaxial wire connection from the top of the tower 
(RUs) to the bottom of the tower (BBUs). Once this link was replaced by optical fiber, the 
BBUs sitting at each tower were moved deeper into the network and placed in a central-
ized and distant location, and this new connection between the now remote RUs and 
stacked centralized BBUs (also referred to as single cloud-BBU) defines the fronthaul 
mobile network.

A RoF fronthaul networks [18] transmit a baseband signal throughout a fiber path, 
undergoes optical to electrical conversion (O/E), digital to analog conversion and upcon-
version to the radio frequency, and then is radiated and detected. Thereby, the O/E 
conversion represents the transition from the fiber link to a radio frequency signal at 
mmWave frequencies, which denotes the main step in bringing advantages to RoF-based 
networks. The use of analog RoF with the radio frequency signal already generated at the 
CO enables a network to employ larger modulation bandwidths available in the optical 
domain, and further enables with ease the centralization of critical equipment such as 
network control, and radio frequency oscillators. Hence, an analog RoF fronthaul system 
can benefit from the wireless and optical domains in a way that fiber optics bring the 
ability to easily bridge large distances and use very large modulation bandwidths, while 
wireless links allow for easy, fast and flexible deployment, and additional simplification 
of centralized networks, regardless of the multiplexing technology deployed.

Remote
Unit

Cloud
Radio Access Network

Baseband Unit

User
Equipment

Mobile Fronthaul

Core
Network

Mobile Backhaul

Free-Space Optics
Terahertz Systems

Holistic Mobile Network

Fig. 2  Holistic mobile network including the new concept of cloud/centralized radio access network
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Ultra-dense WDM multiplexing technology along with ROADMs based on photonic 
integrated circuits can be used in the fiber path so that intelligent and reconfigurable 
functionalities can be implemented while keeping compatibility with legacy backhaul 
and fronthaul infrastructure. The combination of both technologies can bring the net-
work capacity to another extent, supporting, for example, ultra-dense scenarios like the 
2020 European football championship event. Accordingly, such an event can gather a 
vast number of people interested in watching and transmitting super high-resolution 
video streaming, which generates an immense amount of traffic data requiring tremen-
dous network capacity. In addition, end users can upload multimedia content inside 
and surround stadium premises [23]. As a result, peaks of data traffic happen due to 
the large number of simultaneous users gathered in the same place as well as during the 
same time interval. Thus, only heterogeneous technologies leveraged together by means 
of softwarization including virtualization can accommodate thousands of hundreds of 
simultaneous users and satisfy such a challenging networking scenario.

Alternatively, in a long term deployment scenario, SDM technology in the optical 
domain in ribbon or  multi-core fibers (MCFs) [24] is regarded as a major technology 
player in increasing fronthaul network capacity, peak data rates, and flexibility for sup-
porting such an unprecedented and insatiable demand of data traffic requested not only 
by football events, but also Olympic games, musical concerts, and large commemora-
tive events. Another technology worth attention is ribbon optical fibers that use a single 
loose tube with rollable ribbon fibers as an alternative solution for connecting several 
individual fibers from the CO premises to the 5G RUs for providing greater network 
capacity and broadband transmissions. The reduced physical footprint from denser fiber 
techniques such as the rollable ribbon fibers are perceived as a prospective alternative 
solution for deploying fronthaul mobile infrastructure in a way that it can satisfy the 
stringent capacity requirements not only of 5G mobile systems, but also of coming 6G 
systems.

Noteworthy, ribbon fibers have a smaller diameter and weight and can provide a 
higher density as they are rollable into a smaller package than conventional flat ribbon 
fibers, with each of their individual fiber ease to be manipulated. Finally, ribbon fibers 
might be the transition technology to drive current systems towards a 6G fronthaul 
mobile network, where not only is considerably footprint reduced, but also the chan-
nel conditions observed by signals propagating in different cores are more robust than 
those for signals propagating in different fibers of a ribbon. In this fashion, MCF remains 
needed and ideally more suited for advanced combined optical and RF technologies 
such as optical beamforming. In addition to added capacity, reduced footprint and more 
uniform channels, MCF may also allow for joint signal treatment across multiple cores, 
when considering combined SDM and WDM transmission or the possibility of joint 
amplification across all cores, leading to further flexibility and potential reductions in 
energy consumption.

Furthermore, SDM along with MCF technology can not only support increased capac-
ity of 6G mobile systems in a cost-effective way, but also be compatible and use current 
deployed fiber technology towards a seamless transitional solution. This combination 
of MCF and SDM technologies can allow a massive deployment of RU in an A-RoF 
fronthaul network and consequently meet challenging 5G KPIs as well as dense use 
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case scenarios like the already mentioned 2020 European football championship event. 
Finally, these technologies further enable the use of beamforming techniques allowing 
enhanced control over the spatial signal distribution, which significantly increases the 
user data rate with a minor added cost at the remote RU side.

By its turn, the beamforming technology can be achieved in both RF domain along 
with microelectronics by using true time delays or phase shifting, and in the optical 
domain along with photonic integrated technology by employing similar adapted tech-
niques on a single chip but with most likely enhanced overall performance. A third and 
distinct way to implement beamforming solutions is based on a hybrid beamforming 
system and approach that combines both RF and optical methods. Solutions based on 
beamforming rely on improved efficiency by today’s manufacturing techniques of com-
plex circuits with reduced size, weight and energy footprint. The large difference in 
wavelength between optical and RF signals, allows the use of photonics for implementa-
tion of complex beamforming networks, alleviating the challenges faced by traditional 
RF beamformers in terms of footprint energy usage and heat dissipation. Interestingly, 
both blueSPACE and 5G-PHOS projects focus on the concept of optical beamforming, 
however in complementary fashions, with 5G-PHOS targeting larger antenna arrays 
with a single, highly focused beam, whereas blueSPACE focuses on the natural transmis-
sion of multiple independent beams from a single antenna array.

3.1 � 6G network softwarization

A key field for developing the future virtual networking architectures of 6G systems 
is softwarization solutions that are not based on traditional pure hardware solutions. 
6G systems will feature a full range of software-based functionalities powered by agile 
SDN, NFV, and fog computing capabilities [25–32]. In addition, network softwarization 
embraces zero-touch service management, automation, security, and trust network-
ing features, to name a few. The cloud RAN [26], where baseband functions are moved 
deeper into the network in more centralized locations as compared to legacy architec-
ture, has support for multi-tenancy network sharing and slicing. The combination of all 
these network features should provide ideal flexibility and re-configuration of the system 
in a way that any sort of service can be fully satisfied. Softwarization further allows for 
decoupling many network functionalities from the underlying hardware with them run-
ning purely in software by using virtual machines in a seamless manner.

Finally, the augmentation of existing SDN concepts and implementation of NFV func-
tionality with the novel network structures and ARoF transmission paradigms in mind 
is a key element. The implementation of targeted SDN and NFV frameworks for ARoF 
transmission over both WDM and SDM fronthaul networks is considered in the projects 
and will be a key contribution to the value and operability of the developed fronthaul 
solutions as well as to achieving the 5G KPIs on capacity and service deployment time. 
By employing SDN-aspects over A-RoF transmissions allows controlling not only the 
wavelength of the optical carrier, but also the intermediate frequency over fiber at which 
the analog streams are transmitted, introducing enhanced granularity in subcarrier mul-
tiplexed A-RoF transmission [33]. Moreover, virtual functions can create not only virtual 
instances of hardware platforms, but also operating systems, storage devices, and most 
computing resources. The NFV can be used in both cloud and fog computing systems, 
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providing on-demand access to different applications and services by sharing a flexible 
pool of computing resources [34–36].

The mobile edge computing (MEC) node concerns a group of functionalities and 
technologies achieved via AI, SDN, NFV, slicing, service orchestrator, and traffic clas-
sification. SDN can resolve the vertical integration of current network environments by 
decoupling the control plane (i.e., control logic) from the data plane (i.e., data forward-
ing equipment). With such an architecture, routers and switches become simple for-
warding network elements whose control logic is provided by an external entity called 
SDN controller or network operating system (NOS). Northbound interfaces (NBIs) 
offered by a logically centralized SDN controller allow different network applications 
(firewalls, routing, and resource orchestrators) to implement network control and oper-
ation logic. In addition, other type of high-level NBIs category are implemented as NOS 
management applications. Examples of this category include virtual tenant networks, 
application-layer traffic optimization, and intent-based networking (IBN). In SDN, the 
concept of orchestration is vital to automate network operations properly. SDN network 
domains need single-domain or multi-domain orchestration systems to coordinate end-
to-end connectivity services through different network domains controlled by different 
SDN controller instances, which in turn must communicate directly with the physical 
network. Furthermore, the leverage of AI and SDN capabilities can give rise to a system 
framework in which software and hardware from different vendors can be used with ease 
and flexibility, instead of being limited to a specific commercial and proprietary solu-
tion. To put it simply, the AI system of the SDN-orientated solution considered here is 
transparent for the network hardware components and can be run remotely in the MEC 
node. The SDN networking paradigm along with AI is leveraged to have control over the 
data flow [27]. On top of that, both SDN controller connections to the 5G towers can be 
achieved by leveraging the 5G systems that by its turn enables network topology change 
on demand, consequently adapting to the changing needs of different conditions, traffic, 
and urban environments. By its turn, network service orchestration has become a key 
feature to enable the delivery of different 5G KPIs. A framework orchestrator focuses on 
the support of VNF operation across different hypervisors and computing resources. It 
also covers the orchestration and lifecycle management of physical and virtual resources. 
In the NFV context, the orchestrator can have two main functions including resources 
orchestration across multiple VIMs and network service orchestration.

Network slicing functionalities will consider available spectrum, computational and 
storage resources, sensor gateways, small cells, and fog servers, to enable the appropri-
ate placement of VNF, security, service orchestration, and traffic prioritization. The BBU 
functionalities include virtualized RAN (vRAN) to fully virtualize the 5G infrastructure 
elements. This approach will seamlessly interface the interacting facility user with the 
entire underlying 5G RAN environment, ensuring that (a) a diversity of wireless com-
munication technologies can be served, and (b) edge network logic can be utilized for 
dynamic and de-centralized service deployment. Its capability to accommodate in a 
dynamic manner, user service logic on the edge network comes to fulfil the requirement 
for network resilience and transparency, so that network agnostic services can be pro-
vided either locally on specific network branches or at a global level.
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3.2 � Beyond massive MIMO systems

MIMO technology allows the transmitting and receiving of more than one signal 
simultaneously over the same radio channel [30]. MIMO systems can multiply the 
capacity of a wireless connection without requiring more spectrum with consider-
able capacity and throughput improvements and could potentially yield as much as a 
50-fold increase in next generation mobile networks. In fact, massive MIMO technol-
ogy is a key enabler and foundational component of those networks.

Mobile fronthaul systems will rely not only on beamforming and beamsteering 
technology [37], but also on massive MIMO technology for creating several trans-
mission channels at mmWave band. Massive MIMO uses several antennas arrays to 
provide signal amplification by beamforming and high spatial resolution to multiplex 
many simultaneous users. MIMO systems are based on phased array antenna devices 
with thousands of antenna elements. The radio interface, which combines mmWave 
carriers with MIMO as well as beamforming and steering capabilities, maximizes the 
capacity and ensures signal quality regardless of user location and motion. The previ-
ous generations of mobile networks the use of massive antenna arrays was consid-
ered impractical due to form factor and size restrictions, but with the introduction 
of mmWave signals many antenna elements can fit within a small area. This allowed 
moving from small MIMO implementations with a few antennas only towards mas-
sive MIMO with many antennas. The main concept is to equip base stations with 
arrays of many antennas, which are used to serve many terminals simultaneously, 
in the same time–frequency resource. Moreover, new frequency and time division 
duplex protocols and more advanced algorithms should be developed for massive 
MIMO systems. MIMO algorithms play a critical role to control how data maps into 
antennas and where to focus energy in space [38]. Whilst massive MIMO is currently 
most compelling at sub-6  GHz region, several developments aim at MIMO imple-
mentations at the mmWave frequency band.

Beyond massive MIMO expands the massive systems by employing an even much 
larger number of antennas elements. Beyond massive MIMO technology based on novel 
antenna architecture will potentially use smaller area and loads of antenna elements 
for multiple wideband beam transmissions and consequently will achieve a consider-
able larger capacity as well as area coverage with substantial spectrum efficiency and 
power consumption reduction. Accordingly, beyond massive MIMO systems featuring 
an unprecedent number of beams transmissions will be capable of accommodating sev-
eral simultaneous users highly located in the same region such as hot-spot areas. Mas-
sive MIMO’s feature to support multiple simultaneous users within a condensed area 
while keeping high-speed data rates and consistent performance makes it the perfect 
technology to address the needs of 5G and beyond networks. Eventually, the anten-
nas of such a MIMO system will have a unique architecture based on PIC technology 
with antenna arrays having very small form factors to meet new requirements. The 
goal is to have antennas help by focusing energy into ever smaller regions of space to 
bring large improvements in throughput and radiated energy efficiency pushing several-
gigabit transmissions over a system. As a conclusion, regardless of the frequency range 
employed, massive MIMO technology will be part of next generation networks as an 
efficient solution for supporting higher data rates, spectral efficiency, and capacity.
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3.3 � Photonic integrated circuit technology

Current advances in mobile systems endeavor to find solutions that can meet 
requirements not only of today’s networking scenarios, but also future requirements 
not yet unveiled. Part of today’s challenges in mobile systems is related to scalabil-
ity, processing capability, and energy consumption of optical wireless solutions. It 
is very challenging and unrealistic for a solution to cope with and be able to satisfy 
all requirements via a single technology. Nonetheless, the combination of optoelec-
tronics, photonics, and microwave as well as mmWave techniques can be a para-
mount technological alternative for solving challenging problems [39–41]. Photonic 
technology is immune to electromagnetic interference, has both great accuracies 
to control independently phase and amplitude and fully programmable capability 
with wideband high-speed signal processing functionalities. This field has attracted 
a great deal of attention with recent trends being directed towards photonic inte-
gration [41]. The recent progress in PIC technology will potentially lead to a wide 
variety of economically feasible 6G mobile and fronthaul and backhaul devices capa-
ble of handling and processing an unprecedented volume of data traffic with low 
energy-consumption as well as secure- and cost-efficiency, creating new alternative 
solutions. In addition, PIC technology can long-term reduce the cost of and enable 
massive fabrication of devices and have smaller footprint, enabling flexile device 
architectures and designs and consequently more robust and powerful systems.

Photonic processors have inherent speed capabilities to manipulate signal process-
ing functions with high resolution and wideband. Moreover, they provide the ability 
to perform parallel signal processing, and the ability to generate true time delays, 
that can be used as an alternative solution and open new opportunities in 5G net-
works and beyond. For example, this can be used in advanced phased array antennas 
with thousands of antenna elements, in UDWDM-based ROADM and filter devices, 
random-number generators, and quantum-key distribution devices. Another con-
crete example of photonics signal processing is its use along with fiber Bragg gratings 
to resolve individual frequency bands and create differential true time delay among 
them to perform signal processing functionalities such as classical logical circuits in 
a photonic way for a vast range of applications in optical wireless systems [40]. Such 
a photonic-based solution can add many benefits to a system such as compactness as 
compared to traditional solutions, performance stability against mechanical condi-
tions, and size as well as weight reduction. Photonic signal processing can handle 
multi-GHz sampling frequencies overcoming microelectronic devices’ limitations. 
The former is compatible with classical optical fiber and free-space systems and can 
support built-in signal conditioning for performing parallel signal processing. Pho-
tonic signal processing can be further used in photonic analog-to-digital converters, 
arbitrary waveform generators, and frequency measurement subsystems. A different 
configuration and design are required for different applications and solutions, but 
the principle remains the same. Thus, PIC-based devices along with photonics sig-
nal processing will eventually be key technologies of several solutions to be imple-
mented at different parts and stages of the holistic optical wireless next generation 
networks.
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4 � 6G backhaul technologies
Mobile backhaul normally refers to the part of the network that connects the BBU 
located in cell sites to the mobile core. Mobile backhaul is becoming even more 
important in 5G networks and beyond since the latter has larger densification of site 
cells with thousands of user equipment and unprecedented data traffic demand. By 
its turn, the capacity requirement of transport networks increase considerably as 
the fronthaul network evolves. Mobile backhaul concerns a transport network that 
connects the core network and the C-RAN of an end-to-end mobile system. Accord-
ingly, mobile backhaul is responsible for conveying the data traffic of user equip-
ment between the C-RAN central office and the core network. Among many different 
technologies considered for the backhaul infrastructure, wireless FSO and THz sys-
tems are considered prospective candidates as alternative to fiber optics due to their 
unique available capacity. Moreover, point-to-point FSO and THz systems can cope 
with challenging requirements such as latency and reach. These interesting technolo-
gies can be part of key solutions for mobile backhaul infrastructure as an alternative 
to leased wired fiber-based solutions.

4.1 � Terahertz systems

Communication systems in the THz frequency range have received increased atten-
tion recently fostering several new possibilities and applications [42–44]. THz sys-
tems are enablers of inter- and intra-vehicle communication in a way that vehicles 
can communicate with one another, traffic lights, and provide intra-connectivity to 
devices and components in the inner part of the vehicle. The latter, enabled by THz 
wireless systems, can build a wireless personal area network inside a vehicle support-
ing high-speed transmission rates. THz wireless systems can be considered a comple-
mentary solution to work along with 5G and beyond networks. These technologies 
complement each other in many respects and should be integrated according to net-
work requirements. With autonomous driving vehicles becoming a sort of mobile 
data center due to the large amount of traffic they are expected to handle in the soon 
future, in order the of peta-bytes, THz systems have become a key technology to sat-
isfy real-time traffic demand in heterogeneous networks by easing the spectrum scar-
city and capacity limitations of current wireless systems [43].

Accordingly, THz wireless systems can offer a large enough bandwidth and satisfy this 
new data increasing trend in autonomous vehicles. To do so, new techniques for sig-
nal generation, wireless transmission, and data recovery have been investigated [45]. The 
frequency range between 300 GHz and 3 THz offers huge bandwidths of several tens of 
GHz, and as an example, the first standard for THz communication (IEEE 802.15.3d) 
considers transmission rate up to 100  Gb/s. Although obstacles like trees, poles, and 
concrete fences can block THz signals, autonomous relaying technologies can be used to 
remedy these issues. For example, vehicle relays can be used to create an ad hoc network 
among several autonomous vehicles so that they can bypass obstacles and keep the com-
munication system functional. Nonetheless, THz systems can surprisingly support up to 
100 m links with directional antennas and up to 10 m with omnidirectional antenna [42]. 
The frequency range of the different wireless technologies can be found in [45].



Page 13 of 22Raddo et al. J Wireless Com Network        (2021) 2021:100 	

Recently, progress in semiconductor technology has made communication systems 
beyond 275  GHz possible. The THz frequency range between 300  GHz and 3 THz 
offers huge bandwidths of several tens of GHz if the so-called passive services like 
earth observation and radio astronomy are not disturbed by interference. Currently 
the wireless backhaul solutions planned for 5G achieve only up to 10 Gb/s. THz radio 
link, the ThoR project realizes for the first time both the enormously high real-time 
transfer rates up to 100 Gb/s and the implementation of the new IEEE standard for 
a backhaul or fronthaul system. Further solutions based on THz technology aim at 
MIMO systems for THz communications to achieving up to 1000 Tb/s transmissions.

4.2 � Free‑space optical systems

FSO is a line-of-sight technology that uses a light beam from semiconductor lasers for 
data transmission instead of wired optical fibers or wireless micro/mmWave RF links. 
Compared to optical fiber cables, FSO systems transmit light through the air medium or 
free-space instead of a fiber [46]. FSO technology has an extensive list of benefits such as 
vast available spectrum, unlicensed spectrum and ease deployment [47]. Moreover, FSO 
is considered a flexible and scalable technology that might be implemented in a cost-
effective way as compared to traditional backhaul solutions. Furthermore, FSO technol-
ogy is regarded as a promising solution for mobile backhaul due to the densification of 
site cells and consequently shorten distance among them and C-RAN, reduced to a few 
hundred meters. In addition to its similar capacity, FSO is more cost-efficient than opti-
cal fibers for regions with poor or minor fiber infrastructure in the way that FSO systems 
allow easy installation and uninstallation for creating new communication links within 
remote areas with short installation time. Finally, FSO is immune to any electromagnetic 
interference that can be generated by surrounding RF devices.

As a potential solution for backhaul mobile of next generation mobile networks, FSO 
should satisfy key networking requirements and consequently support high data rates. 
Several works have been dedicated on the progress of FSO systems [48–55]. Several 
FSO-based solutions can achieve up to hundreds of Gb/s and beyond transmissions. For 
example, an FSO system capable of achieving transmissions up to Tb/s via a wavelength 
sharing technique was proposed in [52]. In addition, an FSO prototype that can reach up 
to 100 Tb/s was demonstrated in [55].

Another FSO system supporting up to 1.28 Tb/s with 32 × 40 Gb/s WDM channels 
under tests running during an entire day with stable transmissions including minor bit 
error rate (BER) fluctuations was demonstrated in [56]. Also, a hybrid fiber FSO system 
without optical-electronic-optical conversion at the interfaces with air capable of achiev-
ing transmissions up to 1.6 Tb/s (16 × 100 Gb/s) was reported in [57] . Alternatively, a 
hybrid network that uses both mmWave and FSO technologies was proposed in [58] as 
a potential complementary solution for classical mobile backhaul networks. Recently, a 
new hybrid network based on the seamless combination and leverage of FSO and RoF 
technologies for mobile fronthaul have been experimentally demonstrated [59–61]. This 
network can provide broadband coverage to remote rural areas due to its capability of 
link extension based on the FSO technology. Interestingly, the network accounts for 
mmWave signal generation based on a photonic-assisted all-optical up-conversion tech-
nique [60].
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In addition to constraints like interference due to ambient light, scattering and physi-
cal obstructions on the path of FSO links, both atmospheric turbulence-induced fading 
also known as scintillation and strong path-loss constitute the major impairments asso-
ciated to FSO links limiting their performance and reach. Even though FSO systems suf-
fer from different atmospheric impairments (i.e., fog, scintillation), several works have 
addressed new techniques to mitigate these problems. For example, a new method based 
on deep learning for atmospheric impairment compensation of FSO systems has been 
proposed in  [62]. Interestingly, the latter improves the BER of the system by applying 
supervised training techniques to compensate the phase screen in randomly changed 
turbulent environments. A second solution for mitigating atmospheric impairments is a 
scheme based on generative machine learning that corrects distortion effects and reduce 
detection noises in the FSO link [63]. This method results in a significantly lowered sym-
bol error ratio and crosstalk at the output of the receiver while requiring no additional 
complex signal feedback. Finally, many traditional techniques based on diversity have 
been proposed for the mitigation of atmospheric issues in FSO systems [64]. Regardless 
of the technique, many of these impairments might be drastically reduced in next gen-
eration mobile networks with the help of AI and machine learning techniques along with 
PIC technology. The latter can bring many benefits to FSO links like substantial perfor-
mance improvement by means of channel crosstalk reduction based on a new design of 
transceivers. Hence, FSO systems are a strong candidate to meet 6G KPIs and pose the 
technology in an enough maturity level to be implemented in 5G and beyond mobile 
backhaul networks.

5 � Results and discussion
In this section, a preliminary demonstration for emerging technologies for systems 
beyond 5G developed by a collaboration between blueSPACE [65]  and 5G-PHOS [66]  
projects is presented. The joint demonstration shows the potential of analog techniques 
for mobile fronthaul as a viable alternative for next generation mobile systems. Indeed, 
the experimental demonstration aims to point out analog mobile fronthaul as a key can-
didate to serve future mm-wave 5G and beyond systems by showcasing the feasibility of 
analog transport of large bandwidth radio signals within the mm-wave frequency band, 
compliant with 5G NR protocol in fully centralized signal generation and processing as 
part of a series of developments of the two projects. The demonstration setup features a 
combined optical wireless downlink system based on I&Q over fiber (IQoF) transmis-
sions with a simplified schematic shown in Fig. 3.

The setup has a BBU with SDN functionalities like slicing for 5G RoF mobile sys-
tems, a 10 km long prototype MCF with 7 cores and a pair of directional V-band anten-
nas. Furthermore, the usual baseband processing functions as well as analog to digital 

MCFBBU BBUV-BandV-BandIQoF
Tx

IQoF
Rx

Fig. 3  Proposed schematic for the mmWave point-to-point link for the joint demonstration of blueSPACE 
and 5G-PHOS
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conversion are performed remotely at the CO by the ARoF BBU developed by blueS-
PACE. This centralization enables a simplification of the RU to a basic optical Rx and 
antenna module, which operate at 60 GHz (V-band) and was developed by 5G-PHOS 
project. The optical link supports SDM with MCF channels; more specifically, optical 
in-phase and quadrature (I&Q) signals are transmitted over different cores of the same 
MCF prototype. The experimental setup of the 5G IQoF system is shown in Fig. 4. The 
same ARoF BBU is used for both CO transmitter and user receiver in a close loop for the 
sake of simplicity.

The setup counts on at least the following technologies: (a) ARoF BBU with SDN func-
tionalities that consists in four boards: filed-programmable gate array (FPGA), digital-
to-analog (DAC), analog-to-digital (ADC) and clock (CLK). The FPGA is programed 
to (de)modulate 5G NR signals, including the digital signal processing (DSP) functions, 
in real time. Both DAC and ADC have single ended I&Q outputs/inputs, sample rates 
above 1 Gbps. The CLK board includes a phase-locked loop (PLL) and it provides the 
reference clock of 1 GHz to DAC and ADC. (b) A MCF prototype that allows that both 
signals are transported over the same fiber, even though they are at the same wavelength. 
The MCF used in this setup has 7 cores, a length of 10 km and a custom fan-in (FI) and 
fan-out (FO) adaptors designed by the blueSPACE project. The MCF was characterized 
and has a maximum insertion loss (IL) around 4.63 dB between the cores and a polari-
zation dependent loss (PDL) up to 0.11 dB. And (c) directional 60 GHz antennas. The 
5G-PHOS V-band antenna modules feature 9  GHz tuning range centered at 60  GHz, 
larger to 400 MHz signal envelope and 36 dBi gain, and a 10° beamwidth. The Tx module 
upconverts the baseband I&Q signals to V-band, while it also integrates a V-band power 
amplifier (PA) and local oscillator in a fully packaged antenna, that employs differential 
I/I̅ and Q/Q ̅ input configuration with average RF power up to + 1 dBm. Similarly, the Rx 
module features a similar configuration, to down-convert the received signals. The Rx 
antenna board includes a V-band low noise amplifier (LNA) and a dedicated integrated 
frequency reference clock on board. Thus, the main custom-made devices of the setup 
are described. The setup also counts with commercially available devices such as lasers, 
Mach–Zehnder modulator (MZM), amplifiers and a photodiode (PD). Due to physical 
space limitation during the measurements, the distance between the two antenna mod-
ules was set to 4 m, which is below the minimum design distance and may cause PA and 
LNA saturation.

Accordingly, I&Q signals are transmitted through two separate optical channels at the 
same wavelength to avoid the introduction of excessive skew between the I&Q signal 

Fig. 4  Experimental setup of the mmWave link of the joint demo. Featuring the key technologies: ARoF BBU, 
MCF and V-band antenna modules
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components in the C band with the two channels including COTS; more specifically a 
laser, MZM with driver amplifier and a PD for each channel. The BBU transmits pseudo 
random bit sequence (PRBS) data at up to 1.5 Gb/s and (de)modulates the same to a 5G 
NR compliant OFDM signal with a total of 4096 subcarriers spaced at 240 kHz, of which 
3136 are active, resulting in an effective signal bandwidth up to 800 MHz. The modula-
tion applied to these subcarriers is quadrature phase-shift keying (QPSK). Additionally, 
the BBU includes a digital to analog converter (DAC) and analog to digital converter 
(ADC) generating and receiving separate I&Q baseband signals, respectively. Figure  5 
shows the spectrum of one of the baseband I&Q components at the transmitter output 
of the 5G BBU; notice that the spectrum of the signal occupies nearly 400 MHz, leading 
to a combined IQ bandwidth of 800 MHz.

Fig. 5  Spectrum of the generated OFDM signal to be transmitted

Fig. 6  Error vector magnitude as a function of different OFDM groups
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Next, Fig.  6. shows the measured error vector magnitude (EVM) of the transmitted 
QPSK signals at the different OFDM subcarrier groups whereas their respective constel-
lation diagrams as shown in Fig.  7. The gains of the V-band amplifiers and BBU have 
been optimized to achieve a tradeoff between signal-to-noise ratio (SNR) and satura-
tion. Experimental results include transmissions with optical back-to-back (B2B) includ-
ing the MCF but without wireless, i.e., connecting the PDs to the BBU, and with the 
complete IQoF link including mmWave wireless transmission. For easy visualization and 
guidance, the subcarriers (SC) of the OFDM signal are split in eight groups of equal size, 
each covering ca. 100  MHz of signal bandwidth (it should be noted that this is done 
purely for visualization and signal processing is performed on all subcarriers simultane-
ously). Optical B2B results show EVM below 20% for all the SC groups with the best per-
formance achieved at the lowest frequencies, i.e., at SC groups 1 and 2. The maximum 
SNR is 23.9 dB at group 1, while the minimum is 15.2 dB at the highest frequency, i.e. SC 
group 8. When introducing the wireless link, groups 7 and 8 are strongly affected by the 
bandwidth limitations of the V-band modules, while group 4 suffers from degradations 

Fig. 7  Constellation diagrams of the received QPSK signal per OFDM group. Row 1 and 3: optical B2B; row 2 
and 4: after wireless transmission
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due to non-flat gain/channel response. Up to SC group 6 the IQoF link achieves EVM 
below 30% except for the SC groups 1 and 4. In this case the maximum SNR is 14 dB 
at SC group 3, while the minimum SNR is 3.4 dB at SC group 8. The EVM deteriora-
tion when adding the wireless channel, is mainly due to the limitations of the V-band 
modules in terms of bandwidth and the available physical distance between the anten-
nas. More specifically, the V-band modules are designed to operate above 10 m distance; 
therefore, both the amplifier gains at the transmitter and receiver were reduced to their 
minimum settings to avoid saturation. Nonetheless, noise performance of the amplifiers 
is expected to be suboptimal at this setting and some signal compression is experienced.

As a result, the preliminary results of the joint setup demonstration proved with 
success that 5G mmWave ARoF systems can be a prospective candidate to drive high-
capacity networks beyond 5G.

6 � Conclusions
This paper tackled the main technology enablers in the transition towards 6G mobile 
networks. The key functionalities of the technologies were introduced and discussed. 
The continuous hardware and software solutions convergence is creating new possibili-
ties for the core and fronthaul network to be closer than ever along with baseband unit 
functionalities being heavily migrated to the cloud via softwarization, virtualization, 
and AI, it is clearly an exciting future direction with novel solutions to be exploited. The 
coming years will eventually witness novel efforts based on a full software implementa-
tion. Among a vast set of heterogenous technologies, beamforming, FSO and THz sys-
tems, multi-core fibers, and massive MIMO transmissions, along with virtualization and 
softwarization were addressed and beneficially exposed to be exploited in 6G systems. 
The emerging technological development to drive towards secure 6G systems will rely 
mainly on the seamless interoperability of heterogeneous solutions.

An experimental demonstration of a 5G and beyond mobile fronthaul system compli-
ant with the 5G NR OFDM signal protocols is showcased. Results show that the sys-
tem can successfully transmit 5G NR OFDM signals with both wide bandwidth (up to 
800 MHz) and fully centralized signal processing, which renders the system capable of 
supporting increased capacity and consequently accommodating several simultaneous 
users. Finally, this preliminary experimental result validates the potential of these tech-
nologies to satisfy 6G KPIs, challenging networking scenarios, and to clarify the transi-
tional path until 6G mobile systems. Therefore, some of these transition technologies 
might become part of future 6G mobile systems offering an ultimate user experience 
while satisfying not yet predicted future applications, use cases, and services that will 
become widespread in the coming years.

7 � Methods
This section addresses the methods and experimental procedure used to carry out the 
measurements. OFDM signals with quadrature phase-shift keying (QPSK) modulation 
are generated by the bespoke baseband unit (BBU) and transmitted over the setup link. 
The OFDM signal has 4096 subcarriers spaced at 240 kHz from each other, which results 
in a signal aggregate bandwidth up to 800 MHz. The OFDM signal is compliant with the 
5G New Radio standard. Two network scenarios are considered: optical back-to-back 
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and end-to-end. For the optical back-to-back scenario, both I&Q signals are transmitted 
over two different cores of a prototype of a 10 km multicore fiber (MCF); the signals are 
then fed to a pair of photodetectors (PD) and the output (electrical) signals are looped-
back into the BBU. For the end-to-end scenario, a 4 m 60 GHz mmWave wireless link is 
added between the PDs and the BBU. The I&Q signals at the outputs of the two PDs are 
fed into a V-band transmitter module, which includes antenna and RF modulator. At the 
receiver side, the received wireless signal is down-converted (from V-band to I&Q base-
band) by the V-band receiver module. Finally, the I&Q signals are sent back into the BBU 
for analysis. The signal analysis is shown in the form of constellation diagrams, error 
vector magnitude, and signal-to-noise ratio.

7.1 � Constellation diagram

The modulation format (QPSK) and the aggregate signal bandwidth for the analysis 
of the constellation diagram of the received signal are chosen via the software of the 
bespoke baseband unit (BBU) before the signal generation and transmission. The BBU 
transmits up to 1.5 Gb/s 5G NR OFDM signals with a total of 4096 subcarriers, spaced at 
240 kHz from each other, which results in a signal aggregate bandwidth up to 800 MHz. 
For the sake of visualization and simplicity, the subcarriers of the OFDM signal are split 
into 8 different subcarrier groups, each covering ca. 100 MHz. The constellation diagram 
data is collected for both network scenarios, i.e., back-to-back and end-to-end optical 
and wireless links.

7.2 � Error vector magnitude (EVM)

With the same setup, the OFDM signal is modulated with QPSK as well as generated 
and transmitted by the BBU. The EVM values are obtained for different OFDM subcar-
rier groups by the BBU software. The EVM data is collected for both network scenarios, 
i.e., back-to-back and end-to-end optical and wireless links.

7.3 � Signal‑to‑noise ratio (SNR)

With the same setup, the OFDM signal the SNR data is collected by the BBU software 
for the OFDM subcarrier groups and for both network scenarios, i.e., back-to-back and 
end-to-end optical and wireless links.

7.4 � Radio frequency spectrum

With the same setup, the signal generated by the BBU is analyzed by the RF analyzer 
software of the BBU. This signal is captured at the digital-to-analog converter (DAC) 
output of the transmitter of the BBU.
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